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Abstract 
 

Student’s academic performance is one of the most important parameters for evaluating the 

standard of any institute. It has become a paramount importance for any institute to identify 

the student at risk of underperforming or failing or even drop out from the course. Machine 

Learning techniques may be used to develop a model for predicting student’s performance as 

early as at the time of admission. The task however is challenging as the educational data 

required to explore for modelling are usually imbalanced. We explore ensemble machine 

learning techniques namely bagging algorithm like random forest (rf) and boosting algorithms 

like adaptive boosting (adaboost), stochastic gradient boosting (gbm), extreme gradient 

boosting (xgbTree) in an attempt to develop a model for predicting the student’s performance 

of a private university at Meghalaya using three categories of data namely demographic, prior 

academic record, personality. The collected data are found to be highly imbalanced and also 

consists of missing values. We employ k-nearest neighbor (knn) data imputation technique to 

tackle the missing values. The models are developed on the imputed data with 10 fold cross 

validation technique and are evaluated using precision, specificity, recall, kappa metrics. As 

the data are imbalanced, we avoid using accuracy as the metrics of evaluating the model and 

instead use balanced accuracy and F-score. We compare the ensemble technique with single 

classifier C4.5. The best result is provided by random forest and adaboost with F-score of 

66.67%, balanced accuracy of 75%, and accuracy of 96.94%. 
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Introduction 
 

Academic Performance of students is considered to be the epicenter for education system 

and in the last few years there has been a massive shift towards the use of technology in 

the teaching learning process to improve the student’s academic performance. One such 

technology is the use of educational data mining. Educational data mining with machine 

learning techniques are found to be useful to bring about hidden pattern in the student’s 

data. A prediction model for early prediction of student’s performance using machine 

learning technique may be a boon to the faculty and the institute. It may be helpful to 

them to take timely and necessary measures to improve the student’s performance. 

 

However, the use of machine learning in the prediction of student’s performance highly 

depends on the data use and the classifier adopted. To develop a good prediction model, 

there is a need to identify the right classifier and provide appropriate data for training the 

classifier. Real time student’s data are found to be noisy, imbalanced, contain missing 

values and irrelevant. At the same time a classifier that does significantly well in one 

given data, may not do so in another data.  

 

In this study, we try to develop a prediction model for identifying the student at risk from 

three categories of data namely demographic, prior academic record, personality. The data 

are trained using two ensemble machine learning techniques namely bagging algorithm 

like random forest (rf) and boosting algorithms like adaptive boosting (adaboost), 

stochastic gradient boosting (gbm), extreme gradient boosting (xgbTree) and analyzed to 

identify the best classifiers from these ensemble techniques. The study was conducted 

using R programming language and we categorized the students as “GD” and “FR”, 

which refers to “Good” and “Fair” respectively. Students predicted as “FR” are 

considered to be students at risk and are likely to fail or drop out of the University while 

students predicted “GD” are expected to perform well without any additional assistance 

from the faculty. 

 

The rest of the paper is organized as follows. In Section II, we have provided a brief 

summary of various works related to improving prediction performance on educational 

datasets and in other domains found in literature. Section III describes the methodology 

used for model development and this is followed by Section IV, in which the results and 

discussions are presented in detail.  
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Related Studies 

 

There have been various studies conducted on the educational dataset using various 

techniques of machine learning and we discuss some of the significant studies that are 

closely related to our work. 

 

B. Musiliu [1] conducted a study on developing student’s performance prediction model 

using data mining techniques with Students’ Essential Features (SEF). The author 

employed a set of classifiers, viz. Bayes Network, Logistic Regression and REP Tree. He 

also used ensemble methods of Bagging Boosting and Random Forest. The study showed 

that there is a strong relationship between student’s essential features and their academic 

achievement. The accuracy of student’s predictive model using students’ essential features 

in the case of REP Tree as single classifier and in ensemble methods achieved 83.33% 

prediction accuracy. In terms of ROC, boosting method of REP Tree achieved best with 

0.903. 

 

In the study conducted by Al-Malaise, et al. [2], multi-agent data mining technique was 

implemented on 155 instances of data collected from e-learning system for prediction of 

student’s performance. The ensemble classifier used were Stagewise Additive Modeling 

using Multiclass Exponential Loss Function (SAMME), Adaboost.M1 and LogitBoost. 

Single classifier C4.5 was used to compare the classifier performance with the ensemble 

classifier. They found that Stagewise Additive Modeling using Multiclass Exponential 

Loss Function (SAMME) and Adaboost.M1 provided the same accuracy and 

outperformed single classifier C4.5.  

 

Using demographic, academic and behavioral features, Kumari, et al. [3] conducted a 

study on predicting student’s performance. They used ID3, Nave Bayes, K-Nearest 

Neighbor (KNN), Support vector machine (SVM). They also used ensemble methods 

namely Bagging, Boosting and Voting and found that the ensemble method showed 89% 

accuracy and thus improved the overall accuracy from using single classifier. 

 

With the aim to find the best modeling solution in identifying dropout student predictors 

Hutagaol and Suharjito [4] analyzed and measure the correlation between demographic 

indicators and academic performance to predict student dropout. They used three single 

classifiers, KNN, Naïve Bayes (NB) and Decision Tree (DT) and obtained accuracy of 

75.27%, 64.29%, 64.84% respectively. The accuracy of the model was found to improve 

while using ensemble method with the meta-classifier gradient boosting. They also found 

that features of student’s attendance, homework-grade, mid-test grade, finals-test grade, 
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total credit, GPA, student's area, parent's income, parent’s education level, gender and age 

are important factor for developing predictive model for student’s dropout.  

 

Satyanarayana and Nuckowski [5] found that student data when filtered provided an 

enormous improvement in the prediction accuracy. The study conducted with the aim to 

identify factors and rules that influence educational academic outcomes, compared a 

single filter with ensemble filters. They found that using ensemble filters works better for 

identifying and eliminating noisy instances. They used decision trees, random forest and 

naïve bayes and found that using ensemble models not only provided better predictive 

accuracies on student performance, but also better rules for understanding the factors that 

influence better student outcomes. 

 

The work of Shet and Gayathri [6] involved developing a predictive model using 150 

students data. They used J48, Naïve Bayes, decision table and obtained 85%, 40%, 58 % 

accuracy. They also used bagging ensemble method and found to provide 82% accuracy. 

The study also showed the correlation between the attributes and performance and found 

that attributes like study hour per day, type of study materials, IQ, self-motivation, interest 

on academics are highly affecting the students' performance. 

 

Classifiers Used in the Current Work 

 

Ensemble methods is a modelling technique that uses multiple weak learners to develop a 

better learner. It is based on the logic that a group of classifier gives more accurate 

decisions as compared to a single classifier. It has two main aims namely boosting the 

overall accuracy as compared to the single base classifier and achieving better 

generalizability. Ensemble modeling thus combines the set of weak classifiers to create a 

single model that gives better accuracy. The broad steps involved in the ensemble 

methods are creating multiple data sets from the original dataset, building multiple 

classifiers generally weak classifier and aggregating the results of the weak classifiers. 

Please refer to figure 1 which illustrates the steps [7]. 

 

 
Figure 1 Steps involved in Ensemble Method 
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Before you begin to format your paper, first write and save the content as a separate text 

file. Complete all content and organizational editing before formatting. Please note 

sections A-D below for more information on proofreading, spelling and grammar. 

 

Keep your text and graphic files separate until after the text has been formatted and styled. 

Do not use hard tabs, and limit use of hard returns to only one return at the end of a 

paragraph. Do not add any kind of pagination anywhere in the paper. Do not number text 

heads-the template will do that for you. 

 

A. Abbreviations and Acronyms 

 

Bagging [8] is an ensemble model based on bootstrap random sampling with replacement 

technique. It is an effective technique that decreases error by decreasing the variance in 

the result due to unstable learners, algorithms (like decision tree) whose output can 

change dramatically when the training data is slightly changed. The pseudo algorithm for 

bagging is as follows: 

 

i. Create a set of m independent classifiers by randomly resample the training data  

ii. Given a training set of size n, create m bootstrap samples of size n’ by drawing n’ 

examples from the original data, with replacement, n’ ’ usually <n  

iii. If n=n’, each bootstrap sample will on average contain 63.2% of the unique training 

examples, the rest are duplicates 

iv. Combine the m resulting models using simple majority vote. 

 

1. Random Forest 

 

Random forest [9] is an ensemble of unpruned classification or regression trees. Using 

random feature selection in the tree induction process, random forest is formed from the 

bootstrap samples of the training data. Majority vote (classification) or averaging 

(regression) is used to provide the prediction. In another words, for the given set of inputs, 

it uses multiple random trees classifications to vote on an overall classification. Random 

forest generally exhibits an improvement in the performance over the single tree 

classifiers. The steps involved in creating a random forest with k trees in a dataset are as 

follows: 

 

Step 1. Take random sampling with replacement “k” subset of data having “i” instances. 

A tree is constructed with each subset of data 

Step 2. Choose “m” predictor feature randomly from all features at each splitting node 

while constructing a tree 
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Step 3. Evaluate the predictor using an objective function Select best split and perform 

binary split on the node 

Step 4. Repeat step 1 to 4 to construct a forest with k trees 

Step 5. Combine the result of k trees using simple majority vote to obtain the predictive 

result 

 

Thus, random forest is bagging algorithm where each model is a random tree rather than a 

single model and each tree is grown according to the bootstrap sample of the training set. 

 

B. Boosting 

 

Also known as sequential ensemble, boosting algorithms learns from an ensemble of 

weak models with the aim of improving the accuracy of any supervised learning. It does 

so by creating weak learner from different distributions of data set through sequence of 

iteration and combining them to form a strong learner, “committee”. The accuracy of the 

model is obtained by taking into account the misclassified instances mainly [10]. The 

weak learners are determined by applying a base machine learning algorithm on different 

resampled data set. The pseudo code for boosting algorithm is as follows: 

 

Step 1. Base learner assigns equal weight to each sample observation  

Step 2. Determine the misclassification error or false prediction 

Step 3. Assign the false prediction to the successive base learner by giving higher 

weightage  

Step 4. Repeat step 2 and 3 until it reaches a higher accuracy 

 

1. Adaptive Boosting (Adaboost) 

 

It is a boosting algorithm developed by Freund and Schapire [11] and used for binary 

classification. It considers a single feature and makes a single split decision tree known as 

decision stump. The following pseudocode depicts the algorithm: 

 

Step 1. Assign equal weight to each data point. 

Step 2. Perform prediction and determine the misclassification error 

Step 3. Provide high weight to the misclassified data points 

Step 4. Repeat step 2 and 3 if high accuracy is not obtained else obtained the result 

 

2. Stochastic Gradient Boosting(gbm) 

 

It is one of the most powerful algorithms for developing a predictive model. It has three 

main elements namely loss function, weak learner and additive model. It trains weak 
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model sequentially and every subsequent weak model minimize the loss function of the 

whole system. It follows the basic logic of constructing new base learner which can be 

maximally correlated with a negative gradient of the loss function associated with the 

whole ensemble [12],[13]. For any input data (xi, i=1,2…N), let the loss function be Ψ          

(y, f) for the base learner h(x, θ) having number of iteration “I”, the pseudocode are as 

follows: 

 

Step 1: Calculate the negative gradient gt(x) 

Step 2: Fit a new base learner function h(x, θt) 

Step 3: Obtain the best gradient descent step-size  

 

 
Step 4: Calculate 

Step 5: Determine   

Step 6: Repeat step 1 to 5 for I times 

 

3. Extreme Gradient Boosting(xgbTree) 

 

Designed to boost the accuracy and the speed, extreme gradient boosting was developed 

by Tianqi Chen [14]. It is an ensemble machine learning algorithm that is based on 

decision tree with gbm. Extreme gradient boosting is different from gbm in that the 

objective function in extreme gradient boosting has a regularization function and so the 

objective function is given as:  

  

Obj = Ψ(y, f) + Ω 

 

Where, Ψ(y, f) is the loss function which controls the predictive power, and Ω is 

regularization component which controls simplicity and over fitting. The loss function 

which needs to be optimized can be log loss for binary classification. The regularization 

component (Ω) is dependent on the number of leaves and the prediction score assigned to 

the leaves in the tree ensemble model. 

 

Methodology 

 

A. Understanding the Data 

 

Data consisting of 497 instances were collected from our university. It has 19 independent 

attributes with one dependent attributes and can be categorized into three categories 
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namely, demographic, prior academic record, personality [15]. The data collected were 

transformed to make it feasible for the R program to execute. Please refer to table I, II, III 

for the nature of the data in the dataset. 

 

Table I Demographic Data 

 

Attribute Notation Nature 

Gender GND Nominal 

Permanent Location PL Nominal 

Category CAT Nominal 

Father’s Occupation FOC Nominal 

Mother’s Occupation MOC Nominal 

 

Table II Prior Academic Data 

 

Attribute Notation Nature  

Matriculation Institute Location  SIL Nominal 

Matriculation Performance  MPR Nominal 

Subjects HSB Nominal 

Higher Secondary Institute Location  HSL Nominal 

Higher Secondary Performance HPR Nominal 

Performance PRF Nominal 

 

Table III Personality Data 

Attribute Notation Nature 

Naturalistic Intelligence NLT Numeric 

Musical Intelligence MUS Numeric 

Logical Mathematical Intelligence LOM Numeric 

Existential Intelligence EXT Numeric 

Visual Spatial Intelligence VSP Numeric 

Interpersonal Intelligence INE Numeric 

Bodily Kinesthetic Intelligence BDK Numeric 

Verbal Linguistic Intelligence VLI Numeric 

Intrapersonal Intelligence INA Numeric 

 

The dataset is then split into 70% and 30% thereby obtaining 353 training data and 144 

testing data. 

 

B. Data Imputation 

 

We find the collected data to have missing values and thereby making it unsuitable to 

analysis in most of the machine learning algorithms. The attribute of FOC is found to 

have a 19.52% of missing values followed by MOC with 17.1%. Attribute like HPR, 
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HSB, HSL, MPR, PL are found to have 4.83%, 4.23%, 3.62%, 2.62% and 0.2% of 

missing values respectively. In order to assign values to the instances with missing value 

for these attributes, we use K-Nearest Neighbor imputation technique. In this technique, 

the imputed value is obtained from an aggregated K-values of the nearest neighbor [16] 

with the Gower distance [17] between the two neighbors’ ith and jth are obtained from the 
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Where wk is the weight and i,j,k is the contribution of the kth variable 

 

C. Modelling and Evaluation the Model 

 

We process the imputed data using the ensemble algorithm namely bagging algorithm like 

random forest (rf) and boosting algorithms like adaptive boosting (adaboost), stochastic 

gradient boosting (gbm), extreme gradient boosting (xgbTree). It has also been explored 

with some single classifier like C4.5 to compare the result obtained from the ensemble 

classifier. We use R as a programming language in the RStudio IDE [18] with R Caret 

package[19]. The model is developed with “FR” as positive class.  

 

The dataset is imbalanced and while accuracy metric provides good prediction of the 

majority class, it fails to provide desirable result for the minority class. Thus, accuracy 

metric gives misleading result for the imbalanced data set. We therefore rely on balanced 

accuracy and F score mainly to compare the models developed using different ensemble 

algorithms. The other metrics we used are recall, specificity, precision and kappa.  

 

Result and Conclusion 

 

The prediction model to be developed for identifying the students at risk is from the data 

set which are imbalanced and have both nominal and numeric values. In spite of the 

diverse nature of the data, the following promising results as shown in table 2 are obtained 

C4.5 is found to provide a balanced accuracy of 74.63 which is same as that provide by 

ensemble boosting algorithm of gbm and xgbTree. 
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Table IV Result of the Performance of the Classifiers 

Classifier rf gbm xgbTree adaboost C4.5 

Accuracy 96.53 95.83 95.83 96.53 95.83 

Sensitivity 50 50 50 50 50 

Specificity 100 99.25 99.25 100 99.25 

Precision 100 83.33 83.33 100 83.33 

Kappa 0.65 0.604 0.604 0.65 0.604 

Balanced Accuracy 75 74.63 74.63 75 74.63 

F score 66.67 62.50 62.50 66.67 62.50 

  Ensemble algorithm Single 

 

It also provides a precision of 83.33 and the same is also provided by both gbm and 

xgbTree. Similarly, C4.5 provides the same values for sensitivity kappa, specificity and 

accuracy as well. This the ensemble boosting algorithm of gbm and xgbTree fail to 

provide any improvement than that provided by the single classifier C4.5. 

 

Ensemble bagging algorithm, rf and boosting algorithm adaboost, provide 

75,66.67,0.65,100,100 values of balanced accuracy, F Score, kappa, precision, specificity 

respectively which are better than that provided by C4.5. Please figure 2, 3, 4 and 5.  

 

 
Figure 2 Comparison in terms of Kappa value 

 

  
Figure 3 Comparison in terms of Precision 
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Figure 4 Comparison in terms of F Score 

 

 
Figure 5 Comparison in terms of Specificity 

 

Though, the models seem to provide a good prediction accuracy of 96.53, they fail to 

classify the minority class FR. The high accuracy is obtained as the majority class GD is 

classified correctly. This is again due to the fact that the data is imbalanced. The better 

evaluation metric is provided by balanced accuracy. In figure 6, we compare balanced 

accuracy and accuracy provided by the classifiers. 

 

 
Figure 6 Comparison of Accuracy and Balanced Accuracy 



Webology, Volume 18, Special Issue on Artificial Intelligence in Cloud Computing 

April, 2021 

194                                                      http://www.webology.org 

It may be noted that, due to the nature of the problem we want to solve that is predicting 

student at risk, we are more concern with the correctly classification of the minority class 

FR. As such, we are interested in the model which provides no or less false negative. We 

find that the rf and adaboost algorithm (75%) exhibit better performance than gbm and 

xgbTree. Using ensemble machine learning algorithm though provide marginal 

improvement in the performance of the model developed for the prediction of student at 

risk, we need to explore other machine learning methods. We need to explore more 

suitable machine learning algorithms to improve the performance. 
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