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Abstract

The management of big data became more important due to the wide spread adoption of internet of things in various fields. The developments in technology, science, human habits, etc., generates massive amount of data, so it is increasingly important to store and protect these data from attacks. Big data analytics is now a hot topic. The data storage facility provided by the cloud computing enabled business organizations to overcome the burden of huge data storage and maintenance. Also, several distributed cloud applications supports them to analyze this data for taking appropriate decisions. The dynamic growth of data and data intensive applications demands an efficient intelligent storage mechanism for big data. The proposed system analyzes IP packets for vulnerabilities and classifies data nodes as reliable and unreliable nodes for the efficient data storage. The proposed Apriori algorithm based method automatically classifies the nodes for intelligent secure storage mechanism for the distributed big data storage.
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Introduction

The developments in technology, science, human habits, etc., generates massive amount of data. This rapid growth of data volume, diversity and veracity and speed of data-intensive applications demands a competent storage management system. It is also important that these storage locations should be reliable and free from external attacks. So there is exists need for an intelligent storage mechanism to efficiently and effectively
place the data in reliable locations. Now, most of the research works are mainly focused on memory management and virtual machine placement strategies. Like in virtual machine (VM) management scheme, the storage array's algorithms are needed to place data efficiently in secure locations. It is a cumbersome and challenging task to maintain Quality of Service (QoS) requirements (thereby to meet Service Level Agreements/Service Level Objectives) for above data intensive applications. All these factors demands for an intelligent mechanism with efficiency for the management of big data storage infrastructure.

Today, there are many service providers offers data storage facility all over the world. In cloud paradigm the storage locations i.e., data centers are located in different geographical locations. The service provider decides where to store users' data and type of storage device. Also, they have to decide the geographical location and whether data is to be stored on a co-located storage owned by others as per users’ request. The green computing standards in power consumption makes it more complex. These challenging problems inspire this research work, which proposes a novel model, based on Apriori algorithm, which helps in the proper management of data and its storage infrastructure in a secure manner.

The proposed technique analyses and optimizes the multi-tiered data storage systems for a cloud data center. Here data nodes are classified according to its reliability. The main purpose of this method is to develop a novel modelling method to describe and help in the most suitable and reliable data placement. The main aim of this method is to place data on the most efficient target nodes in tiered cloud data storage architecture for better response time and reliability. In the proposed method, the allocation algorithm will classify the data nodes as reliable and unreliable for the effective and efficient data placement. The method triggers whenever necessary for data migrations for the optimized data storage. The model considers response time for providing better QoS to the customers.

In the cloud environment MapReduce framework proved its effectiveness for the distribute data processing [2]. This framework is simpler but powerful and efficient in handling large quantities of data. Now more sophisticated services are offered by commercial cloud providers in this environment, which made this framework more suitable for distributed computing services to all. Different machine learning algorithms can be created and applied in the cloud environment by Mahout framework provided by the Apache Foundation [3][16]. It provides effective tools for the analysis of large amount of data sets on clusters within a short period of time. Distributed big data processing and its storage in commodity hardware is the main highlight of this framework thus.
MapReduce concept can be applied to different applications, such as machine learning [4], document clustering, web log mining, distributed sorting, pattern based searching. The paper [5] successfully used map reduce framework for dynamic cloud environment. This framework can be used for multi and many core processor systems [6][7][8]. Another reason to take MapReduce platform is that, it proved effectiveness in computational grids [9] volunteer computing environments [10] and mobile environments [11].

A. Apriori Algorithm

Apriori algorithm is meant to determine frequent or large item set which in turn helps in discovering association rules [3][13][14][17]. The researchers have incorporated several improvements in the basic Apriori algorithm [24]. One of the significant advancements is the development of a protocol for secure mining of association rules in databases which is distributed horizontally [15]. This protocol is substantially more efficient in terms of communication rounds involved, communication cost incurred and computational cost experienced. Though Apriori algorithm is basically intended for data mining, this could be used in large networks for intrusion detection [12].

The pseudo code for basic steps in Apriori algorithm is given in Fig. 1. Here, a frequent \( k \)-itemset is an itemset with support greater than the user-specified threshold. Let this be denoted as \( L_k \), where \( k \) is the size of the itemset. A candidate \( k \)-itemset is the set of potentially frequent itemset of size \( k \). It can be denoted as \( C_k \), where \( k \) is the size of the itemset. The algorithm proceeds in an iterative manner. The algorithm will execute a minimum of \( k \) passes to extract frequent \( k \)-itemsets.

![Fig. 1 Basic steps in Apriori Algorithm](http://www.webology.org)
The Apriori algorithm was successfully used in dynamic cloud computing area [25][28], virtual database design [26], and in distributed database design [27]. This shows it power in distributed processing.

This paper proposes a novel method based on Apriori algorithm that creates a model for generating rules for discovering reliable data nodes. Here breadth-first search and hash tables are used to count candidate nodes for reliable data storage. The detailed working of this method is given in the section 5.

The rest of this paper is organized as follows. The section 2 gives a detailed overview of the various advancements in distributed data processing. The proposed method is described in section 3. The architecture is given in section 4. Section 5 illustrates the working of the proposed method. The performance evaluation is given in section 6. The paper concludes with the findings in section 7.

**Related Works**

The data storage mechanisms are changed due to the huge amount of data generation in today’s world. The most widely used distributed data storage framework is Hadoop. It makes use of HDFS for the distributed storage. There are many techniques that can be used with Hadoop MapReduce jobs to boost performance. The paper [1] briefs about Hadoop MapReduce and how it can be used for Big Data processing. The authors also described about different data management techniques.

The paper [18] analyzes the Infrastructure as a Service (IaaS) cloud's performance analysis, power consumption and resource utilization of applications on virtual Hadoop clusters. They have evaluated the performance based on the above parameters using different VM placement methods. Finally, reached a conclusion on optimal VM placement strategy based on the experiments conducted using different benchmark tools on virtual clusters.

When large number of small files stored in Hadoop nodes, memory management is a major concern. The paper [19] focusing on reduce read latency and heavy load problem of metadata server while handling small file workloads.

The big data storage and its processing is a cumbersome task in the business world. The researchers proposed several storage management mechanisms to improve the performance. To address this, the paper [29] proposed a distributed storage systems consists of workload balancing module with adaptive resource management framework.
for cloud. Here the overloaded and under loaded nodes in the cluster are identified by the workload monitoring module. To regulate and balance workload among nodes, split, merge and pair algorithms called are used. In order to regulate VMs they also designed a Resource Reallocate Algorithm (RRA) which also improves performance.

The data storage in dynamic cloud was a cumbersome task. In paper [30] an analysis of dynamic social cloud was done to study and improve the data availability. The paper [20] presented a novel approach for storage optimization of small size files on HDFS. Their experimental result shows that it reduces the burden of Name Node and improves the throughput of accessing small files. This method uses a combination of file merging method with two-level pre fetching mechanism to mitigate small file problems of HDFS. It is not a general purpose solution and limited to power point (PPT) courseware files.

The paper [22] proposed a method for measuring the performance of nodes in Hadoop in cloud environment. This gives us an insight to assign tasks to each node according its performance, which will maintain good QoS for the customer. The paper [31][35][36] presents some of the basic principles and methodology to build scalable data models in a distributed environment. In mobile edge computing where data size is crucial which that affects overall performance of the system [32]. Load balanced data placement in HDFS is another intelligent method [33]. This method is tested in simulated environment in homogeneous environment. So for time-critical data-intensive applications [34] in the IoT-AI paradigm efficient storage mechanisms needed.

The Aprori algorithm can be used for finding association rules for a large scale processing [23]. It has a great influence in finding frequent item sets using candidate generation process. It focuses on how to improve the performance in processing of big data on high performance cluster. It also deals with the processing of big data in parallel on large cluster of computer nodes. This paper proposes a method that uses the above principle of Apriori algorithm that can be used to determine the reliable nodes in the Hadoop cluster based on the number of attacks to nodes.

**Proposed Method**

In the proposed method, the data packets to the nodes are captured and analyzed. Then classifies these nodes as reliable and unreliable nodes based on the number of attacks to the nodes. This classification of nodes is based on the reliability for efficient data storage. Here the performance is based on the time to store or retrieve data, data losses in nodes.
and number of request handled per second. The proposed system consists of following modules.

1. Network packet capturing
2. Packet Feature extraction engine
3. Apriori algorithm for reliable node detection
4. Automatic Rule Generator System

The overall view of the proposed method is given the Fig 2.

**A. Network Packet Capturing**

Network packet capturing module captures network packets to the nodes. The user level packet capturing tool *libcap* is available in Linux environment is used as packet capturing tool. Also python *Pcapy* library supports extension to the native *libpcap* environment. The streaming data information captured by the capture system fed into NoSQL db. MongoDB with *pymongo* interface is used for data storage.

<table>
<thead>
<tr>
<th>Unclassified Hadoop Nodes</th>
<th>Automatic Rule Generation &amp; Classification</th>
<th>Reliable Nodes</th>
<th>Unreliable Nodes</th>
</tr>
</thead>
</table>

**Fig. 2 Node Classification Procedure**

**B. Packet Feature Extraction Engine**

The packet features such as TOS, TTL, Flags, checksum, source and destination addresses etc., are extracted by the Packet Feature Extraction Engine (PFE). PFE is based on python parser libraries. This engine is responsible for checking digital signature in packet in according with the normal packet data values which stored in mongoDB. The structure of the engine is given in Fig. 3.
In order to find the vulnerabilities in the packets to the nodes the proposed method checks basic signature of the packets. The following are the methods are used to in find and check the signature of packets in different conditions.

1. **Attacks from reserved IP address**: This can be identified by examining the source address field in the IP header.
2. **Handling of Illegal Packets**: The illegal TCP flags with different combination are identified. This is done by matching the flags set in a TCP header with identified good or bad flag combinations.
3. **Denial of service (DoS) attack**: This is an attack is usually done by submitting the same command several times. In this kind of attack one of the signatures would be to maintain the number of times a command is issued and to alert the system when this number exceeds the threshold limit.
4. **FTP server attack**: To tackle this kind of attacks tracking signature is used. For this the method monitors FTP traffic for all successful login to the FTP server. If the user didn't authenticated it will alert before logging.

**C. Apriori Algorithm based Rule Generator**

The traffic to the different nodes are analyzed and rules updated based on vulnerabilities in the packets. This is module is based upon Linux packet filtering firewall environment.
The illustration of the Apriori algorithm based node detection is given in the Fig. 5.

**System Design**

The architecture of the proposed method is given in Fig. 4. The map reducing is done with the help of Hadoop MapReduce () function. The results are fed into the MongoDB for further use.

The Apriori algorithm is used for automatic rule generation. The packet capture module captures the packets for anomaly detection. This checks the signature part of the packets for any alterations. Then this information is passed to apriori mechanism for determining the most reliable nodes.

![Fig.4 Architecture of Proposed System](image)

The node addresses along with their unreliable routes are analyzed using the Apriori algorithm to determine the most vulnerable nodes. After identifying the most vulnerable nodes, the tables are updated to notify the system about these vulnerabilities.

An example of the above process is shown below: The example in fig. 5 shows the classification of data nodes. Set of nodes along with their number of attacks to the nodes are given. At first a candidate set $C_1$ of nodes are considered for observation $\{1\}, \{2\}, \{3\}, \{4\}, \{5\}$. From this frequent item set of nodes ($L_1$) generated. By analyzing the different node combinations, the candidate item set of nodes $C_2$ and frequent item set for nodes $L_2$ are generated. Finally in third step the candidate item set of nodes $C_3$ and frequent item
set of nodes $L_3$ is decided by the algorithm. Thus in the above example, the proposed system detects the most vulnerable nodes in three cycles. Here the most vulnerable nodes are {2, 3, 5}.

So in general, after every iteration the combinations of the resultant large item set of data nodes are again fed as an input to the Apriori algorithm so as to obtain the frequently attacked node set. This process is repeated till we reach the nodes list that had been attacked mostly or having large vulnerabilities.

![Diagram of Apriori algorithm](image)

**Fig. 5 Working of the Apriori algorithm for reliable node detection**

**Experimental Setup and Example**

The system is implemented in a Hadoop cluster with 5 nodes. A pictorial representation on how it is done is shown below in figure 6. Suppose user A needs to store some data to B.
A set of nodes 1, 2, 3, 4, 5 and 6 is shown in the Fig 7. The user needs to store packets to these nodes. The test packets are passed to these nodes. During each transmission different paths are followed by these packets. The paths or transmissions are said to be reliable if the receiver receives the packets without any error. After each transmission the table for nodes gets automatically updated as reliable and unreliable nodes. These details are further analyzed by the Apriori algorithm for automatic rule generation for data storage.

The Fig. 7 depicts a reliable node detection process. Since an errorless packet is delivered to B via the path 1→3→4→6 it can be considered as a reliable transmission. Thus this path is appended in the reliable transmission column of the table for future use. The reliable path is marked using green dotted lines in the above figure.

Fig. 8 illustrates an unreliable node detection scenario. The node 6 receives a packet with error when it follows the path 1→2→5→6. Thus the path 1→2→5→6 can be considered as
an unreliable path for test packet and hence it is an unreliable transmission. The unreliable path is represented using red dotted lines in the figure. From this figure we can infer that one or more nodes are in the unreliable set of nodes. These nodes are more vulnerable to external attacks and thus can notify our system.

For every test packet transmitted, the proposed mechanism checks the packet for reliability. Then it classifies the unclassified nodes as reliable nodes and unreliable nodes. This information is used by the system for further processing. After \( n \) transmissions there will be a set of classified nodes.

\[\text{Fig.8 Unreliable node detection}\]

The nodes are analyzed and classified based on the number of vulnerabilities happened in it. This classification helps to store the most important data to the more reliable nodes.

**Performance Analysis**

The performance analysis of the above method is measured based on the time for effective storing data. Times measured to store the files with different size and with different number of data nodes. The performance measured for smaller files are shown in the figure 9.
The Storage time for files with size greater than 1 MB is measured using single data node. The results are plotted in Fig. 10.

The figure 11 shows the performance comparison with files with size 1 to 10 MB and with 4 data nodes.
The performance of the proposed method is again tested based on the average number of request handled per second in four different conditions. The test results are shown in the figure 12. Case 1: in this environment all the server nodes are actively available and working properly. For the testing purpose we have employed four server nodes. In case 2, two simultaneous servers are used in the environment, so that if one of the server nodes fails, the system should continue working by running the second backup node. There will be certain delay in this condition due to synchronization of the system with new master node. Third scenario is similar to case 2, but here both servers not running concurrently, so that if the server node fails, new master node has to be selected. This causes potential delay in request handling, which adversely affects the performance of the system. But after this synchronization the system performance is normal. And in the fourth case, only one server node is provided. When this server node crashes, the entire system collapses.
Conclusion and Future Works

This paper proposed an innovative model for the classification of nodes in the distributed Hadoop system. This method uses Apriori algorithm for classifying nodes as reliable and unreliable. Then this information will use to update the IP tables so as to store the data in these reliable nodes. This proposed method was tested and implemented in Hadoop cluster. This intelligent storage system provides easy management of data. This method can be extended in future to consider the quantitative impact of this storage mechanism and power efficient technologies to provide an integrated model for data storage methodologies. Also, automatic rule generator based on machine learning can be considered in future enhancement.
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