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Abstract

Internet of Things aka IoT have made human life easy and comfortable since it possesses application in almost every aspect of human life. Moreover, few major application includes agriculture, healthcare, military services and so on. Moreover, WSN (Wireless Sensor Network) is an integral part of IoT based application which sense the data and transmit to the base station or sink node. However, since WSN possesses a restricted environment and also generates huge amount of data and further causes the data redundancy. Although data redundancy is efficiently solved through the various data aggregation mechanism, security remains a primary concern for adoptability in the real time environment. Hence, in this research work we design and develop Integrated Mechanism; the main aim of this mechanism is to provide provable, reliable and secure data aggregation. Integrated Distributed Mechanism aka IDM is integration of three modules in a distributed manner. First module of IDM includes the secure and efficient data aggregation; second module includes designing of misclassified data aggregation and third module includes identification and discard of dishonest data packets and further nodes. IDM is evaluated considering the various parameter such as non-functioning nodes, energy utilization, packet identification and packet misclassification; further comparative analysis proves that IDM marginally outperforms the existing model.
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1 Introduction

IoT (Internet of Things) has aided numerous advantages in sensor technology that has led to an enormous growth in sensor-based areas such as healthcare, agriculture, management, and many more sectors. Moreover, WSN has been an integral part of IoT; moreover, IoT provides intelligent services to these sensor nodes. There are different types of sensors based on the application; also, different conditions such as suburban, rural, non-rural, underwater areas can be exploited through the WSN through data collection. Furthermore, WSN possesses various advantages of being lightweight, low-cost, and ease of deployment which has shown in the development of smart healthcare monitoring devices, smart wearable devices, smart vehicles, intelligent buildings, and smart cities. However, these applications face several challenges that are the current trend of research; moreover, these research problems are discussed later in the same section.

Figure 1 shows the typical data transmission in a designated WSN environment; it comprises CH (Cluster Head), BS (Base Station aka sink) and sensor node. Data is sensed through the sensor node and transmitted to the CH (Cluster Head); further, these data are aggregated at the cluster head and sent to the sink. Moreover, the amount of data sensed is large and complex in nature that makes the storage and processing another major issue is data redundancy which can be solved through data aggregation [5]-[7]. Normal data aggregation includes MIN, MAX, and COUNT.

Figure 1 Data Transmission in WSN environment

The method used for the reduction of the energy intake and to remove redundant data is data aggregation technique. In the process of data aggregation, the sensor nodes are arranged as a tree, root being the base station. The transitional sensor nodes aggregate the data arriving from the leaf nodes and then pass on the aggregated output to the root, base station. Yet, sometimes this process gives some issues in few applications, namely, remote healthcare observing systems.
sensors nodes are frequently positioned in an unfriendly environment which has minimal bandwidth and uncertain communication channel [8]. This might allow for hostile data alterations and forgery of the data, emerging in the infringement of the privacy of the user. For instance, an intruder might counterfeit a duplicate alarming reading and share it the whole network to devalue the performance of the network. Furthermore, privacy also should be taken care of in remote healthcare observing systems, as the data which we get from the system is only pertinent to the respective patient who is observed. E.g. motion sensors can show some nature of the patient such as walking, having a meal or sleeping etc. Revelation of such health related data lead to repercussion as it breaches the privacy of the patient. So, efficient way of aggregating various data and to store the patient data safely is a vital work in a limited resource environment. Due to the location, transmission media, reduced physical protection the WSNs can be risked to multiple attacks [9]. There are different types of attacks that can influence the network during the process of data aggregation, some of them are as follows:

A. Negation of the service: This attack is often called as the Jamming attack as this sends the radio signals for blocking the frequencies which are used by the WSN. Most of the part of the network can be affected if the magnitude of the opponent increases. This attack can cause the aggregator node during the aggregation process to restrict the data from moving to the upper levels. Node compromise attack is another name of this attack.

B. Supervision attack: during this particular attack, all the data stored in the node is removed from the node by the opponent. If the node is seized with this particular attack, whole protected data will be removed from the node during the data aggregation process.

C. Sybil attack: during this type of strike, the intruder has the ability to create multiple recognitions inside the network. The data aggregation is influenced because of this attack in different ways, namely, 1) to begin with, the intruder will cause more than one recognition for producing extra votes for the aggregator election scenario and selects a hostile node as the aggregator. If the opponent is allowed to create multiple entries with non-identical readings, the outcome received after aggregation would be unscrupulous. 2) The opponent can initiate this Sybil attack and create n or multiple recognitions. This forces the base station to receive the outcome of aggregation.

D. Attack of selective forwarding: the refusal of any compromised node to transmit the obtained message as the opponent will the control over that compromised node and it might command the node not to forward the message or refuse the message. The aggregation outcomes are influenced by these types of attacks.

E. Attack with replay: the intruder would track the network traffic without even the network awareness and would replay the same in the later interval to confuse the aggregator, which in turn affects the outcome from the aggregator.

F. Secret attack: the introduction of wrong data in the network without disclosure of its existence is this attack. As the introduced wrong data is also included in the aggregation process, the outcomes of the aggregation would alter.
This research is carried out in four section, first section starts with background of WSN and IoT along with their integrated application. Further, problem of WSN related to data redundancy and secure data aggregation is discussed; first section ends with motivation and contribution of research. Second section performs discuss various related work aim to secure data aggregation; also their shortcomings are highlighted. IDM (Integrated distributed Mechanism) is designed and developed in third section along with three different modules; performance evaluation of proposed IDM is carried out in fourth section of this research along with comparative graphs and analysis.

1.1 Motivation and contribution of our research work

WSN have attracted research and academia industry in past decades and application of same has been in every area of human life; however due to dense deployment of sensor nodes there is chance of data redundancy that further causes high energy consumption. This is solved through the data aggregation; Data aggregation possesses dynamic characteristics and has wide range of application that provides the flexibility in designing the energy efficient model. Thus motivated by the application, low cost deployment along with security concern, we design and develop secure and efficient model of data aggregation that provides the data security. Further contribution of research work is given as:

1. This research work design and develops Integrated Distributed mechanism aka IDM; IDM is integration of three different mechanisms to provide provable, reliable and secure data aggregation.

2. First Module of IDM focus on the efficient data aggregation that can utilize energy in efficient manner, second module performs the misclassified data packets and third module is designed for identification of dishonest data packets and further discarding the data packets.

3. IDM is evaluated with wide variety of parameter i.e. non-function nodes, energy utilization, correct and misclassified packet identification of honest and dishonest data packets; also comparison has been carried with the existing model and comparative analysis is carried out on different malicious packets.

2 Related Work

The constructive method of combining the redundant data to high standard data is Data aggregation. This method also preserves energy and reduces the bandwidth usage which in turn increases the system’s total lifecycle. On the other hand, privacy protecting data aggregation has become a research interest as it confirms the privacy of the vital data during the process of aggregation. The WSN data aggregation methods are analyzed by the researchers; [10] The edge computing endued IoT with data aggregation has pulled enormous observation with multiple works proposed on them. MDC route, which determines the convex hulls in the route design of the data aggregation. In [11], the MDC routes are shortened with the relay devices and the same is delivered in the paper. In [12] the location of the hyperedges in the hypergraph are determined using the Delaunay triangulation. CISIL is designed in way to determine the MDC route. In [13], MDC load balance optimization and greedy expansion are used by LEEF. In [14], by the usage of
the star topology, the latency is systematically decreased and the improvement in the load balance can be observed. In [15], MDC routes are split into triangles to achieve improvement in the load balance. In [16], the construction of the MDC routes are done depending on the convex hulls and condensed more by making use of the center of mass. On the contrary, energy cost is reviewed by the impact of the realistic environment by the reviewer [17][18].

In [19], MDC route is located by utilizing the terrain impact for the reduction of the energy cost. In [20], in the realistic environment the relay devices and the MDC’s are employed. In [21], in data aggregation both the obstacle avoidance and the collision avoidance are visualized. In [22], the issue of the privacy protecting data aggregation is examined in circumstances of cyber-physical model. In [23], Radial Bias Function Neural Network (RBFNN) prognosticates the speed of the data aggregation process. This aids to model the energy saving MDC routes. In [24], the modelling of an event distribution depending on the data aggregation model with the 3D environment review is done based on Deep Q-Network (DQN). In [25], the energy conscious data analysis and the data aggregation make use of the reinforcement learning method. In [26], Deep Reinforcement learning (DRL) dependent method is used to unite MDC route design and blockchain. Although, the above mentioned method will reduce either energy cost or the ratio of aggregation. In [27], The Blockchain is taken into account as the new privacy preserving tool. Hence, this is deployed to get the privacy protecting data aggregation. In [28], in the user privacy preserving data aggregation the blockchain’s anonymous behavior is made use of. In [29], a structure which is not centralized depending on the blockchain is delivered, called as CrowdBC. The registration of the end-users are done without the actual identity and the vital data is reserved in a shared storage. In [30], for the electrical information accumulation, privacy and protection concerns are contemplated by deploying the blockchain and the edge computing mechanisms in smart grid. In [31], blockchain dependent shared cloud framework is modelled with the fog nodes, which are entitled software explained networking. Nevertheless, these mechanisms will not reach the security expectations depending on the data aggregation because of the conventional block header model and the block generation procedures. In [32]A secured and energy conscious data aggregation execution offloading for fog aided IoT networks. Especially, development of this 3 layer protected, fog-aided design is done to respond to a security threats coming and start the aggregation process like cipher text can be done. In the meantime, to optimize the total energy intake of the execution methods, a momentum descent dependent energy saving offloading algorithm is modelled. This can accomplish the minimal value with increased convergence speed. Ultimately, the protection and computation based examinations disclose the modelled data aggregation method is a efficient data processing mechanism and it accomplishes notable lead in the energy intake process. Initially, a group-dependent key establishment method was delineated. Meters were classified to groups, meters in that category develop the keys to encrypt the information, and the issue of the failure of the meter is attenuated. Other groups will not be influenced if there are damaged meters in one category. Furthermore, by permitting the meters for updation of their keys, multiple process like dynamic join, leave and replacement of the meter techniques are delineated. Moreover, apart from the above mechanism few mechanism that were managed to provides the secure data aggregation
are discussed in [32]-[34]; in [32], the designed mechanism are able to verify itself and reliability is proved, however due to its complexity and limited scope of adoption makes it restricted. Similarly [33] used the compressive sensing based data aggregation security approach, where the much focus was given to compressive sensing and security lacks behind. Other work as [34] is designed for IoT based application for solving the complexity of the above model; although approach seems to be adaptable but it is restricted and lacks the dynamic adoption.

Above secure data aggregation in WSN lacks uniformity and cannot be adopted for dynamic purpose; also few methods ignored energy and lifetime constraint. Another major question raises is even if there is good data aggregation in above related work, protected data aggregation can be executed. Hence, considering the above shortcoming, this research work develops IDM (Integrated Distributed Mechanism) to provide integrated mechanism in distributed way.

3 Proposed Mechanism

IoT based WSN has enormous application where sensors and IoT based devices interact in data transmission without any involvement of human; however due to the vulnerability of domain and the sensors, secure data transmission has to be reviewed and there is a need of model where the data can be transmitted as well as the dishonest aka malicious data packets along with their node can be identified. Hence in this section of the research we design and develop Integrated Mechanism for reliable and verifiable secure data aggregation; figure 2 shows the IDM workflow which comprises five distinctive blocks. At first the research preliminaries are initialized along with network design such as node placement, cluster Head selection. Second block refers to designing the mathematical model for efficient and secure data aggregation through our designed formulation to utilize energy. Third block computes the misclassified data aggregation i.e. how many honest data packets are identified as malicious (also referred as dishonest data packets) and vice-versa. In fourth block, we design the particular condition that distinguish the malicious node and honest node, also energy utilization Is carried out. Further based on the condition designed, fifth blocks discard the malicious node.
3.1 System model

Let’s consider a model which comprises a number of users i.e. \( A = \{a_1, a_2, ..., a_r\} \) and cluster head; all \( R \) have data as \( B = \{b_1, b_2, ..., b_r\} \) to Cluster Head. In here, each node are rated as malicious node, normal node or the honest node with respect to \( b_m \) defined reputation; master computes the average as given as:

\[
C = R^{-1} \sum_{m=1}^{R} b_m \tag{1}
\]

Further, we consider the untrusted DIC (Data Information Center) and two type of nodes are considered named honest node and malicious nodes and considers two distinctive threats, first threat is aggregated data quality and second one is comprising the privacy.

\[
C_0 = \sum_{m=1}^{q} a_m^o \gamma_m^o \tag{2}
\]

3.2 Optimal and secure data aggregation

Let’s consider the aggregated data as \( z_k \) and additional noise \( \Theta_k \) for achieving the optimal security for the data; further we formulate the final data which is the added noise and the sensed data from wsn and given as:

\[
z_k = z_k + \Theta_k \tag{3}
\]

In above equation, additional noise is nearly approximate to the \( P(P, I^2) \); moreover considering the approximation above equation can be formulated as:
\[ C^o = \sum_{m=1}^{r} a_m^o y_m^o \]  \hspace{1cm} (4)

\( P' \) indicates the authentic data among all the whole data; further integration of additional noise is carried out through using random generation function. Moreover the designed random function is given as \( O(.) : U \) to the original sensed data and further it can be given as \( z_k = O(z_k) = z_k + \Theta_k \). Once we design the manipulated which is combination of original sensed data and additional data, it becomes highly improbable for identifying the original data. However, an underlying problem was found i.e. tradeoff between the privacy and accuracy. In order to get rid of this, we initialize Integrated Mechanism parameter denoted as \( \zeta \). Integrated approach parameter is computed through given equation.

\[ \zeta = [C - C^c] \]  \hspace{1cm} (5)

Through the parameter definition and analysis, it is observed that nominal value of parameter possesses better data aggregation accuracy. Moreover with the given number of participants as \( b_m \) with additional parameter \( \Xi_k \) and weights \( a_m \), we are able to compute the parameter that can be proved. In order to prove, let’s consider the original sensed data (without additional information) which is given as:

\[ C = \sum_{m=1}^{r} a_m b_m \]  \hspace{1cm} (6)

Further additional data can be given as:

\[ C' = C + \sum_{m=1}^{r} a_m \Theta_k \]  \hspace{1cm} (7)

Further, it is observed that \( \Theta_k \) is equal to \( 2I_m^2 \); thus considering it the equation can be modified as:

\[ \chi(\Theta_k) = 2 \sum_{k=1}^{r} (a_k^o)^2 (I_m^2) \]  \hspace{1cm} (8)

Further, considering the probability distribution for for all \( \mu \) is greater than zero, parameter probability can be given as:

\[ \text{probable}[C^c - C] \geq \frac{2}{\zeta^2} \sum_{j=1}^{r'} (a_j^o)^2 (I_m^2) \]  \hspace{1cm} (9)

Thus, we substitute \( \text{probable}[C^c - C] < \mu \) is equal to \( r \) in above equation and we get

\[ \frac{2}{\zeta^2} \sum_{m=1}^{p'} (a_m^o)^2 (I_m^2) = 1 - r \]  \hspace{1cm} (10)

Further the optimal security accuracy parameter is given as:
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\[ \zeta = (\sqrt{2}) (1 - r)^{-1/2} \left( \sum_{j=1}^{p'} (a_m^0)^2 (l_k^0) \right)^{-1/2} \]  

(11)

Moreover, since \( l_k^2 = \frac{\beta^2}{2\Xi_k} \), replacing this we can get back the parameter initialized and given as:

\[ \zeta = \beta (1 - r)^{-1/2} \left( \sum_{k=1}^{p'} (a_m^0)^2 \frac{1}{2\Xi_k} \right)^{-1/2} \]  

(12)

Furthermore, we tend to minimize the initialized parameter, as discussed earlier that nominal value of parameter gets better accuracy model; hence this can be formulated as optimization problem and it is defined through below equation

\[ \min_{\Xi_k, \tau_k} \sum_{k=1}^{p'} \frac{(a_m^0)^2}{\Xi_k} \]  

Such that \( \tau_k - (\Xi_k)^2 \) is greater than or equal to zero

\[ \sum_{k=1}^{p'} \tau_k \leq D \]  

\( pa_i \) is greater than or equal to zero; also \( \Xi_k \) is greater than zero

Further the above optimization problem is formulated through below equation.

\[ \Xi_k' = \left( \frac{(a_m^0)^2 (T_k)^{2/3}}{\sum_{l=1}^{p'} (a_m^{0-1})^2 (T_k)^{1/3}} \right)^{-1/2} \]  

(13)

Also considering the earlier equation, we modify the equation and nominal value of parameter is formulated as:

\[ \tau_k^\wedge = \left( \frac{(a_m^0)^2 (T_k)^{2/3}}{\sum_{l=1}^{p'} (a_m^{0-1})^2 (T_k)^{1/3}} \right)^{-1/2} \]  

(14)

Moreover through the earlier assumption in same section, we observed that \( \sum_{l=1}^{p'} pa_i \leq B \), hence

\[ \sum_{k=1}^{p'} T_k \Xi_k^2 = D \]  

(16)

Moreover, we optimize the designed problem through taking the function i.e. \( L: R^N \times R \rightarrow R \) and can be given as:
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In the above equation, $\Psi$ indicates the multiplier; further we take the derivatives of $N$ considering the nominal $\Xi_k$ and given as:

$$\frac{\partial N}{\partial \Xi_k} = (a_m^0)^2 \frac{1}{\Xi_k} + 2 \Psi T_k \Xi_k = 0$$  \hspace{1cm} (18)

Above equation can be formulized through given below equation:

$$\Xi_k = \left( \frac{(a_m^0)^2}{2 \Psi T_k \Xi_k} \right)^{1/3}$$  \hspace{1cm} (19)

Further, we substitute the 15 into 12

$$\left( \frac{1}{2 \Psi} \right)^{1/3} = \frac{D}{\sum_{i=1}^{p} (a_m^0)^2} (T_k)^{1/3}$$  \hspace{1cm} (20)

3.3 Misclassified data packet computation

Any data aggregation can be reliable and it can be validated one and only if it has the quality of the data aggregation; hence we introduce the mechanism for detecting the dishonest node. This can be carried out considering the below process.

Let’s consider the $J_0$ as any data aggregation parameter for the efficiency where as $J_1$ indicated the non-efficient and thus we can formulated the packet misclassified i.e. number of nodes that are honest but judged as the honest.

$$R_h = R(J_1|J_0)$$  \hspace{1cm} [21]

Moreover the misclassification rate can be denoted as $P_m$ where the dishonest packet are considered as the honest one; this can be formulated as:

$$R_m = R(J_0|J_1)$$  \hspace{1cm} (22)

Accordingly, we design the test static and formulated as:

$$N = \| z_k^m - z_k^m \|^2$$  \hspace{1cm} (23)

The above equation provides the deviation among the defined two term in above equation; let’s consider the data $z_k = (z_k^1, z_k^2, \ldots, z_k^p)$. Further, we design the test for misclassified and classified packets.

$$N \leq_{J_1}^{J_0} (\theta)$$  \hspace{1cm} (24)

Thus if the data is absolute then the participants are updates else it is discarded which can be represented through below equation
Further, let’s consider an energy parameter where the energy constraint of absolute packets is denoted through $I_1$ and dishonest packets is denoted through $I_0$ where $I_1 > I_0 > 0$; further let’s consider the attack probability parameter which can be denoted as $p$ and probable risk are denoted as $R(\theta, R)$ thus any attack risk are computed through below equation

$$T(\theta, r) = (I_1 (1 - R_h(\theta)) - ER_h(\theta))(1 - \sum_{k=1}^{p_o} r_k) + (I_0 (1 - R_o(\theta)) - ER_h(\theta)) - ER_h(\theta)) \sum_{k=1}^{p_o} r_k$$

Further considering the cluster utility as $v_{he}(\theta, R)$, it can be observe that $v_{he}(\theta, R) = R(\theta, R)$

### 3.4 Malicious (dishonest node) detection and discard

WSN is considered to be most vulnerable network, hence detection solely is not going to solve problem, it is also required to be discarded; moreover, identification and discarding of these nodes are carried out through sensor updation in $m$th time and parameter is presented through $t_k^m$; initial parameter is denoted through $a_0^m$. Furthermore, deviation among the packets and its reference $\text{func}_{Mx} = \frac{Mx}{m}\{\text{func}_m\}$ can be given through $\text{func}'$. Packet discarding can be carried out through below condition.

**Const1:** if $\text{func}_m$ is either equal or less than $\text{func}_{Mx}$ then updation increases and value of $\text{func}_m$ decreases; thus node reliability increases if node provides

**Const2:** if $\text{func}_m$ is greater than $\text{func}_{Mx}$, then the reliability is reduced and increase in value of $\text{func}_m - \text{func}_{Mx}$; this suggest that if one of the node in WSN sends the dishonest packet then parameter value reaches to null and hence it is discarded; updation function is given as:

$$w_m^o = w_m^o + 2/(\chi(\text{func}_k - \text{func}_{Mx}) + 1) \times (1 - u_k^{o-1}) \times E\{-F\text{func}_m\} + 2/(\chi(\text{func}_m - \text{func}_{Mx}) - 1) \times (1 - E\{-3(\text{func}_m - \text{func}_{Mx})\})$$

In equation 27, $\mathcal{S}$ and $\mathcal{F}$ are real numbers used for scaling the $w_m^o$; moreover these two parameters are evaluated through monitoring and updating the node value. Further, we use the honest data for weight computation; thus let’s consider the $\mathcal{B} = \{b_1, b_2, \ldots, b_r\}$ which denotes the honest data verified through the above condition; thus average aggregation weights are given as:

$$a_m^o = \frac{\sum_{m=1}^{R} a_m^o}{R}$$
The above equation provides the guarantee for the honest data as honest data is considered for computing the average aggregation.

4 Performance Evaluation

WSN has been adopted widely and generates huge data and causes data redundancy which can be solved through data aggregation, however providing secure data aggregation is major task; this research work develops IDM for provable, secure and reliable data aggregation. This section of research evaluates IDM (Integrated Distributed Mechanism) on windows10 platform with using visual studio 2017 using sensoria simulator [35]; system architecture includes 8GB CUDA enabled RAM and 2TB of hard disk; In order to design prototype, C# is used as a programming language. Moreover, IDM model considers 100 sensor node for the simulation and three distinctive type of dishonest node i.e. 10, 20 and 30 nodes are induced to prove secure and reliability of the model. Performance evaluation is carried out in different phase, at first network energy utilization is evaluated to show the efficient data aggregation; also number of non-function nodes parameter is considered for evaluation of same. Further, to prove the security and reliability comparison with existing model is carried out. Moreover, in order to prove the model efficiency and security analysis different malicious nodes are induced and further the model efficiency is observed in terms of Energy consumption and network failed nodes. Furthermore, comparative analysis is carried out with the existing model [36] in terms of malicious packet identification and throughput.

4.1 Energy utilization over simulation time

Energy utilization is one the important parameter for evaluation of any WSN model; even if the model is secure, the model should be efficient i.e. energy utilization has to be improvised. Below figure i.e. figure 3 shows the energy utilization of IDM model through varying the different number of malicious sensor nodes; in below figure x-axis presents the simulation time and y axis presents the energy utilization. Moreover, graph shows that as the number of rounds increases, more energy is required.
4.2 Non-Function over number of rounds

In WSN, number of nodes functioning plays critical role as more number of nodes functioning makes the efficient data transmission; below figure shows the dead nodes. In general nodes fail due to various reason due to architectural design or physical and environmental issue; in below figure i.e. figure 4, x-axis presents number of round and y-axis presents number of dead nodes. Moreover, through the graph it was observe that as number of rounds increases there is increase in dead number of nodes; also it was observing that there is sharp increase with increase in induction of malicious nodes.

Figure 3 Energy utilization considering the different malicious nodes.
4.3 Throughput comparison with various dishonest node induction

In general throughput is defined as the rate at which work is getting done; the more throughput shows the better efficiency of model; below graph shows throughput performance comparison of existing and IDM model; Moreover, for 10 malicious nodes, existing model observes the throughput of 0.434 and IDM model observes the throughput of 0.672. Further, in case of 20 malicious node throughput observed by existing model is 0.099 whereas IDM model observes the throughput of 0.171. Similarly, in case of 30 malicious nodes, existing model achieves throughput of 0.1288 whereas IDM model achieves throughput of 0.2604.
4.4 Correct Packet classification comparison with various dishonest node induction
Identification of malicious nodes parameter express the security concern of data aggregation mechanism; the more number of packet identification shows the efficiency of model. In below figure i.e. figure 5 comparison graph is plotted between the existing and IDM model where x-axis shows the various number of nodes induced and y-axis shows packets that are malicious. Furthermore, in case of 10 malicious nodes packets identified by the existing model is 62 whereas packets identified by the IDM model is 96. In case of 20 malicious node induction, existing model identifies the 11 malicious packets whereas IDM model identifies 19 malicious packet. At last, 30 nodes are induced as the malicious node and 46 malicious packets are detected by the existing model and 93 is detected by the IDM model.
Figure 6 correctly classified malicious data packets

4.5 Packet misclassified comparison with various dishonest node induction
Packet misclassification is one of the important parameter from security concern as it evaluates the wrongly identified packets i.e. packets might be hones but detected as the malicious packet. Hence the less number of misclassified packets shows better and efficient model. Figure 7 shows the comparison of misclassified data packets. Further when 10 malicious nodes, existing model misclassifies 38 packets whereas IDM model misclassifies only 4. Similarly, for 20 malicious nodes, existing model misclassifies 10 packets whereas IDM mechanism misclassifies 2 packets. At last, in case of 30 malicious nodes, existing model observes 54 misclassified packets whereas IDM model observes only 7.
4.6 Comparative analysis

In this sub-section of the research improvisation of IDM model over the existing model is computed considering the above evaluation parameter; at first throughput comparison is carried out where IDM model simply outperforms the existing model. Further, malicious packet identification parameter is considered for evaluation and observe that IDM model is improvised by 54.83% for 10 malicious nodes, 72.72% for 20 malicious nodes and more than double of improvisation for 30 malicious nodes. Similarly, packet misclassified is another parameter considered for evaluation where 89.47%, 80% and 87% of improvisation is observed for 10, 20 and 30 malicious nodes respectively.

Conclusion

In WSN based IoT application, Data aggregation is one of the fundamental operation; Data aggregation not only avoids the data redundancy but also enhances the network lifetime and subsequently energy. Data aggregation has been proven to boon for the various application, however security is considered as the major concern due to high vulnerability of the network. This research work designs and develop IDM (Integrated Distributed Mechanism); IDM comprises three integrated modules; first module is designed for efficient and secure data aggregation module which focuses not only secure but consider energy utilization as well. Second module Computed the misclassified data packets computation and third module identifies the dishonest data packets, nodes and discards through designed constraint. IDM is evaluated considering the energy utilization, non-functioning nodes which proves the model efficiency; further correct and misclassified packet are computed and compared to prove the model reliability in comparison with existing model. IDM model observes improvisation of 54.83% for 10 malicious nodes, 72.72% of 20 malicious nodes and more than double of improvisation for 30 malicious nodes.
misclassified is another parameter considered for evaluation where 89.47%, 80% and 87% of improvisation is observed for 10, 20 and 30 malicious nodes respectively.

Integrated Distributed mechanism is provable, secure and reliable mechanism and outperforms the existing model in comparative analysis; however, there are still many challenges in terms of security and efficiency which can be looked into future work.
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