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Abstract 

 
Network Intrusion Detection Systems (IDSs) have been widely used to monitor and manage 

network connections and prevent unauthorized connections. Machine learning models have 

been utilized to classify the connections into normal connections or attack connections based 

on the users' behavior. One of the most common issues facing the IDSs is the detection system's 

low classification accuracy and high dimensionality in the feature selection process. However, 

the feature selection methods are usually used to decrease the datasets' redundancy and enhance 

the classification performance. In this paper, a Chaotic Salp Swarm Algorithm (CSSA) was 

integrated with the Extreme Learning Machine (ELM) classifier to select the most relevant 

subset of features and decrease the dimensionality of a dataset. Each Salp in the population was 

represented in a binary form, where 1 represented a selected feature, while 0 represented a 

removed feature. The proposed feature selection algorithm was evaluated based on NSL-KDD 

dataset, which consists of 41 features. The results were compared with others and have shown 

that the proposed algorithm succeeded in achieving classification accuracy up to 97.814% and 

minimized the number of selected features. 
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Introduction 

 

An intrusion detection system (IDS) is a security tool for the efficient security of 

information and communication systems. The IDS mainly focuses on the detection of 

traffics that is dangerous to a network. An IDS has the same functionality as other security 

processes such as firewalls and antivirus software and can also access the control schemes. 

The IDS classification is based on their detection limit, as are classified as signature and 

anomaly detection systems. The signature detection IDS can identify the pattern of traffic 

or application data as dangerous and will require its database to be updated to store the 

signature of the determined attack. The anomaly detection IDS detects anomalies by 

comparing all activities against an established defined behavior (Agrawal, 2015; 

Balamurugan, 2017; Chandola, 2012). 

 

Several machine learning methods have been employed to improve the attack detection 

limit and the detection accuracy of IDS systems; they have also been used to develop useful 

classification and clustering models that can distinguish normal behavior from an attack. 

The process of detecting the intrusion accurately of an IDS system from the total network 

traffic has always been a classification problem (Bostani, 2015). There may be some 

irrelevant features of the training data that do not contribute to detection, and these outside 

features, in most cases, maybe redundant or introduce noise into the classifier's design. 

Therefore, it is necessary to choose data with useful features, which will improve the 

classifiers' performance (Xue, 2014). Generally, the feature selection problem is NP-Hard 

optimization problem. An efficient optimization algorithm is required to select the 

minimum relevant subset of features and enhance the classification performance            

(Taha, 2015; Zhang, 2016). 

 

During the last two decades, numerous research papers were published in the field of 

optimization algorithms. Most of these research papers have suggested tens of 

metaheuristics inspired by a living organism's natural behavior, such as birds, bees, ants, 

fireflies, or even bats (Abba, 2020; Eberhart, 1995; Karaboga, 2005; Mirjalili, 2014;     

Salih, 2018; Yang, 2009, 2010). On the other hands, other researchers have suggested 

metaheuristics inspired by social behavior of living groups, such as Teaching–Learning-

based Optimization (TLBO), Socio Evolution & Learning Optimization Algorithm (SELO), 

Cultural Evolution Algorithm (CEA), Artificial Memory Optimization (AMO), and 

Nomadic People Optimizer (NPO) (G. qiu Huang, 2017; Kumar, 2018; Kuo, 2013; Rao, 

2011; Salih, 2020). These algorithms have been used recently for the different research 

areas, such as engineering, machine learning, information security, and data clustering 

(Afan, 2020; Alzaidi, 2018; Malik, 2020; Salih, 2019, 2019; Tao, 2020; Yaseen, 2020). The 



Webology, Volume 18, Special Issue on Computing Technology and Information 

Management, September, 2021 

628                                                      http://www.webology.org 

main contribution of this study is to design a wrapper feature selection method based on a 

recently developed nature-inspired algorithm, which is Salp Swarm Algorithm (SSA) 

(Mirjalili, 2017) and Extreme Learning Machine (ELM). The rest of the paper is structured 

as follows: Section II presents an overview of the ELM and SSA, while Section III explains 

the proposed algorithm in detail. Section IV presents the obtained results. Finally, Section 

V concludes the findings of this study. 

 

Overview 

 

Extreme Learning Machine (ELM) 

 

Huang et al. (G.B. Huang, 2006) first developed ELM as a single hidden layer feed-forward 

network where the input weights' selection is made randomly. In contrast, the output 

weights are estimated analytically. For the hidden neuron layer of ELM, different activation 

functions are applicable, such as sine, gaussian, sigmoid, and hard limiting functions. For 

the output neurons, the linear activation function can be employed [25]. Several essential 

ELM features differed from the conventional popular gradient-based learning frameworks 

for Feed forward Neural Networks (FFNNs); these include faster learning speed, ability to 

escape local minima, and good generalization capability. 

 

Consider the ELM network with N number of samples {Pi, Qi}, where N represents the n-

dimensional feature of sample i while Qi = [𝑞𝑖1, … , 𝑞𝑖𝑐] ∈ 𝑅𝑐 represents its coded class 

label. Assume that Pi is allocated the class label 𝑐𝑘, then, the kth element of Qi will be 1 (qik 

=1) while the other elements will be -1. For the ELM with C distinct classes and H hidden 

neurons, the output (Qˆ) is defined thus(G.-B. Huang et al., 2006): 

 

𝑞̂𝑖𝑘 =  ∑ 𝑈𝑘𝑗𝐺𝑗(𝑊, 𝐵, 𝑃𝑖), 𝑘 = 1,2, … , 𝐶

𝐻

𝑗=1

 (1) 

 

Where 𝑊 is the 𝐻 × 𝑛  input weights, 𝐵 is the 𝐻 × 1 bias of the hidden neurons, while 𝑈 

is the 𝐶 × 𝐻 output weights. The 𝑗𝑡ℎ hidden neuron’s output, 𝐺𝑗( ), is defined thus: 

 

𝐺𝑗 =  𝐺 (∑ 𝑊𝑗𝑘𝑝𝑖𝑘 + 𝑏𝑗

𝑛

𝑘=1

) , 𝑗 = 1, 2, … , 𝐻 (2) 

 

Where 𝐺( ) represents the activation function. When using radial basis function, 𝐺𝑗( ) is 

defined thus: 
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𝐺𝑗 =  𝐺(𝑏𝑗||𝑃 − 𝑊||) , 𝑗 = 1, 2, … , 𝐻 (3) 

 

Where W and 𝑏𝑗 are the centre and width of the radial basis function neuron. 

 

In the case of the sigmoidal activation function, the output of the 𝑗𝑡ℎ neuron 𝐺𝑗( ) is defined 

as follows: 

 

𝐺𝑗 =  𝐺(𝑏𝑗||𝑃 − 𝑊||) , 𝑗 = 1, 2, … , 𝐻 (4) 

 

The matrix form of Equation (4) can be as follows: 

 

𝑄̂ = 𝑈𝑄𝐻 (5) 

 

Where the output of the hidden layer = 𝑄𝐻, given as:  

 

𝑄𝐻(𝑊, 𝐵, 𝑃)

= [
𝐺1(𝑊, 𝑏1, 𝑃1) 𝐺1(𝑊, 𝑏1, 𝑃1) … 𝐺1(𝑊, 𝑏1, 𝑃1)

.                                          .
𝐺𝐻(𝑊, 𝑏𝐻, 𝑃1) 𝐺𝐻(𝑊, 𝑏𝐻 , 𝑃1) … 𝐺𝐻(𝑊, 𝑏1, 𝑃1)

] 
(6) 

 

The selection of the bias 𝐵 and input weights 𝑊 of the hidden neurons is done randomly in 

ELM. Assume that the predicted output, 𝑄̂ is equivalent to the coded labels 𝑄, then, the 

output weights can be analytically estimated thus: 

 

𝑈̂ = 𝑄𝑄𝐻
+ (7) 

 

where 𝑄𝐻
+ represents the Moor-Penrose generalized pseudo inverse of the hidden layer 

output matrix. In general, ELM involves the following steps: 

 

1. Select the number of hidden neurons and a proper activation function that suit the 

considered problem. 

2. Select Randomly the input weight (W) & bias (B) parameters. 

3. Calculate the output weight (U) analytically. 

4. Estimate the class label using the calculated weights (W, U, B). 

 

The features extracted from the S-Matrix are served as the input to the ELM. At the same 

time, the integer value of the class label is the output. 

 



Webology, Volume 18, Special Issue on Computing Technology and Information 

Management, September, 2021 

630                                                      http://www.webology.org 

Salp Swarm Algorithm (SSA) 

 

Salps are cylindrical jellyfishes-like creatures that belong to the Salpidae. As shown in 

Figure 1, they are shaped and moves by pushing water backward to move forward. Salps' 

biology is still being investigated as they usually live in environments that cannot be easily 

reached and cannot survive in laboratory environments. Salps' swarming attitude inspired 

the development of the Salp swarm algorithm (SSA). They form a swarm called Salp chain 

(shown in Figure 1) in oceans that helps their movement. The formulation of the Salp chain's 

mathematical model was achieved by dividing the Salps population into two groups - head 

and followers, where the head is the leading part of the chain. At the same time, the rest is 

the followers (Mirjalili et al., 2017). 

 

Salps' location in SSA is determined as in other swarm-based techniques; an n-dimensional 

search space does this by considering the number of parameters (n) in the supposed 

problem. Therefore, the salps position will be mapped in a 2-D matrix represented as x. 

Assume a solution space where “F”, the food source, is target of the swarm. Then, the 

position of the can be upgraded using the following relation (Mirjalili et al., 2017): 

 

 
(8) 

 

Where 𝑥𝑗
1 = the position of the leader (the 1st Salp) in the 𝑗𝑡ℎ dimension,  𝐹𝑗 = the location 

of the food source in the 𝑗𝑡ℎ dimension, 𝑢𝑏𝑗 and 𝑙𝑏𝑗 are the upper and lower boundaries of 

𝑗𝑡ℎ dimension, respectively, 𝑐1, 𝑐2, and 𝑐3 = random parameters. 

 

The food source is considered when updating the position of the leader as captured in Eq 

(8). 𝑐1 is the most significant SSA parameter as it strikes the balance between exploration 

and exploitation as follows (Mirjalili et al., 2017): 

 

𝑐1 = 2𝑒−(
𝑟𝑙

𝐿
)

2

 (9) 

 

Where 𝑙 = the current iteration; 𝐿 = the maximum number of iterations; 𝑐2 and 𝑐3 are 

uniformly generated random numbers in the range of [0,1]; both parameters dictate the next 

position's alignment in  dimension also determine the step size.  

 

The Newtons law of motion is the basis for updating the position of the followers             

(Mirjalili et al., 2017): 
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𝑥𝑗
𝑖 =

1

2
𝑎𝑡2 + 𝑣0𝑡 (10) 

 

Where 𝑖 ≥ 2, 𝑥𝑗
𝑖  is the position of 𝑖𝑡ℎ follower Salp in 𝑗𝑡ℎ dimension, 𝑣0 represents the 

initial speed, 𝑡 is time, and 𝑎 =
𝑣𝑓𝑖𝑛𝑎

𝑣0
, where 𝑣 = 𝑥 − 𝑥0/𝑡. 

 

Time is an iteration in optimization processes; hence, the difference between iterations = 1 

and if 𝑣0 = 0, this equation can be stated thus (Mirjalili et al., 2017): 

 

𝑥𝑗
𝑖 =

1

2
(𝑥𝑗

𝑖 + 𝑥𝑗
𝑖−1) (11) 

 

Where 𝑖 ≥ 2 and 𝑥𝑗
𝑖 represent the position of 𝑖𝑡ℎ follower Salp in the 𝑗𝑡ℎ dimension. 

 

Eqs. (8) and (11) are employed for the simulation of the Salp chain. The shape of a single 

salp and the chain of salps are given in figure 1. 

 

 
Figure 1. The general structure of Salps 

 

Methodology 

 

As stated previously, this study's main contribution is to design a feature selection method 

based on SSA. The ELM classifier is utilized for evaluating the Salps/Solutions in the 

population in terms of the classification accuracy. In this section, the proposed algorithm is 

explained in detail. 
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The Proposed Model 

 

The main stages are presented in figure 2; they are given as follows: 

 

Stage 1: Data Preprocessing 

 

The first stage of the proposed algorithm represents the preparation of the dataset. It means 

reading and pre-processing the dataset using three simple steps, as follows: 

 

• Step 1. Read the Dataset 

• Step 2. Convert the Dataset from its original format (i.e., excel format ‘.xlsx’) into a 

“comma separated value ‘.csv’, which can be easily read by almost any modern 

programming language.  

• Step 3. Normalize the dataset in a fixed range [0,1] using 𝑀𝑖𝑛𝑀𝑎𝑥 method, which is 

formulated as follows 

 

𝑁𝑣 =
𝑋𝑣 − 𝑀𝑖𝑛

𝑀𝑎𝑥 − 𝑀𝑖𝑛
 (12) 

 

Where 𝑁𝑣 represents the normalized value, while  𝑋𝑣 represents the original value. 𝑀𝑖𝑛 and 

𝑀𝑎𝑥 denote the maximum and minimum values of a specific feature respectively. 

 

Stage 2: The Inputs  

 

In this stage, the algorithmic parameters such as chaotic initialization values, the 

population's size, the maximum number of iterations, and other ELM controlling variables 

are entered. 

 

Stage 3: Implementation 

 

In this stage, the proposed algorithm is executed to select the most relevant minimum 

number of features, enhancing the classification performance of ELM. The main steps of 

the proposed algorithm are given in the next subsection. 

 

Stage 4: Evaluation 

 

The best solution obtained using the proposed feature selection algorithm is evaluated in 

terms of classification accuracy and error rate in this stage. 
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Figure 2 The block diagram of the proposed model 

 

The Proposed Algorithm 

 

The proposed feature selection algorithm in this study is a wrapper method. The Salp 

Swarm Algorithm (SSA) is used in this research for identifying the relevant subset of 

features. The proposed algorithm is called Binary Chaotic Salp Swarm Algorithm 

“BCSSA”. The main steps of BCSSA are given as follows: 

 

Step1: Initialization 

 

Each Salp/Solution in the population is initialized randomly using Chaotic Tent Map. The 

main reason behind using a chaotic map instead of the uniform distribution is that the 

uniform distribution may generate the initial position of the solutions in almost a similar 

position, which may slow down the algorithm's searching process if these solutions are 

developed in a wrong or bad positions. Chaotic Tent Map is given as follows: 

 

𝑋𝑖+1 =  {

𝑥𝑖

0.7
                  𝑖𝑓 𝑥𝑖 < 0.7

10

3
(1 − 𝑥𝑖)    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                 (13) 

 

Where 𝑋𝑖= a real value in range 0 and 1, representing a single dimension of any given 

problem. 
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Step2: Convert To Binary 

 

In this step, each solution in the population is converted into a binary form, where 0 

represents a removed or unselected feature, while 1 represents a selected or remain feature. 

The conversion process is done as follows: 

 

𝐵𝑖 =  {
1 , 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑋𝑖) >  𝑢 [0 ,1]
0,                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                                                      (14) 

 

Where: 𝑋𝑖 = position of each particle, 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑋𝑖)  =  1 / [1 +  𝑒−𝑋 ], u = uniform 

distribution, 𝐵𝑖 = binary sequence,  1 = the chances of selecting a feature while 0 = chances 

of not selecting a feature. 

 

Step3: Objective Function  

 

Evaluate each generated solution via the following objective function:  

 

min 𝑓(𝐵𝑖) = 𝑎 ∗ 𝐸𝐿𝑀(𝐷) + (1 − 𝑎)

∗
#𝐹

#𝐴𝑙𝑙 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠
  

(15) 

 

Where 𝐷 represents the dataset, 𝐸𝐿𝑀 represents the classification accuracy calculated via 

the ELM classifier, and 𝑎 represents a real value in range[0,1]. While #𝐹 and 

#𝐴𝑙𝑙 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 represent the number of selected and the original features in the dataset.  

 

Step 4: Ranking 

 

In this step, all solutions are sorted discerningly, where the first solution represents the 

leader, while the rest represent the followers. 

 

Step 5: Position Updating 

 

The real values of each Salps position are updated via equations (8) and (11). Then, the 

updated values should be checked in terms of the upper and lower boundaries. Then, each 

solution should be re-converted into binary via step 2, and evaluated via Step 3. 

 

Step 6: The Stop Condition 

 

The positions for each solution in the population are updated, representing a fixed number 

of iterations. If the number of iteration is still below 𝑀𝑎𝑥𝐼𝑡𝑟, then go to step 5, otherwise, 

return the final leader. 
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Results and Discussion 

 

In developing an IDS that utilizes a machine learning technique, an important aspect is 

designing appropriate features that will aid the developed system's activities in 

distinguishing normal behaviors from the system or network attacks (Lin, 2012). Although 

several features have been suggested, their drawback has been the unavailability of public 

data sets, making it difficult to objectively compare and evaluate the proposed features' 

performance and delay the systematic efforts on their effects on the developed IDSs. To 

solve these problems, MIT Lincoln Laboratory (Lippmann, 2000) provided the 1999 

KDDCUP data set while Tavallaee et al. (Tavallaee, 2009) provided its modified version 

(the NSL_KDD dataset). Several studies were made based on these data to evaluate the 

performance of their proposed IDS systems objectively. The NSL-KDD dataset consists of 

41 features, where the number of samples is equal to 125000. 

 

In this section, the final stage which is the evaluation of the proposed model is explained. 

In order to test the performance of the proposed algorithm, the NDS-KDD dataset is 

considered for this purpose. The main code of BCSSA and ELM classifier was developed 

using MATLAB programming language version 2018a, implemented in the environment 

with the following specification: Windows 10 with 64bit architecture, CPU Intel 2.4GH, 

and RAM 8GB. Each experiment has been implemented for 10 run times. Table 1 below 

presents the parametric settings used for implementing BCSSA method and ELM classifier. 

 

Table 1 Parameterc Settings for BCSSA and ELM 

Parameter Value 

BCSSA : Population Size (𝑃. 𝑆) 50 

BCSSA : Iterations (𝑀𝑎𝑥𝐺𝑒𝑛𝑡) 25, 50, 100 

BCSSA : Chaotic Initial Value (𝑋0) Rand(0,1) 

ELM : Number of Neurons in hidden layer 2 ∗ 𝑁 + 1 = 83 

ELM : Training Ratio  0.66 

 

The results in details for all experiments are presented in the following tables. These tables 

presents the results in terms of the error rate, the classification accuracy, number of selected 

features, and time required for executing the algorithm (in minutes). The classification 

accuracy could be calculated via the following equation: 

 

Accuracy =
(𝑇𝑃 + 𝑇𝑁)

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (16) 
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Where TP, FP, TN, and FN represent the True Positive, False Positive, True Negative, and 

False Negative. These parameters are calculated based on the confusion matrix. While the 

error rate could be calculated as follows: 

 

Error =
(𝐹𝑃 + 𝐹𝑁)

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (16) 

 

The obtained results showed an improved performance in terms of classification accuracy 

as compared to the original accuracy based on all features, i.e., when the dataset with all 

features were used as inputs to ELM. Moreover, the number of selected features was also 

presented in the tables. The number of features chosen was in the range [20,30], meaning 

that the worst results showed an enhancement in the detection system's performance. 

 

Table 2 The Results when Swarm Size = 50 and Itrations = 25 

Run Error F Acc. Time 

1- 0.035794 28 0.97074 8 

2- 0.034741 27 0.97156 8 

3- 0.035199 23 0.97011 8 

4- 0.031523 23 0.97382 7 

5- 0.033085 24 0.97249 8 

6- 0.034012 26 0.97205 8 

7- 0.033315 25 0.97217 7 

8- 0.036485 26 0.96955 7 

9- 0.033865 29 0.97294 7 

10- 0.033136 28 0.97343 8 

 

Table 3 The Results when Swarm Size = 50 and Iterations = 50 

Run Error F Acc Time 

1- 0.030025 27 0.97632 16 

2- 0.032024 26 0.97406 16 

3- 0.030542 24 0.97506 15 

4- 0.030472 24 0.97513 15 

5- 0.029219 29 0.97763 14 

6- 0.029062 24 0.97656 15 

7- 0.029596 26 0.97651 15 

8- 0.036905 27 0.97544 15 

9- 0.032719 28 0.97305 15 

10- 0.031698 24 0.97389 16 
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Table 4 The Results when Swarm Size = 50 and Iterations = 100 

Run Error F Acc Time 

1- 0.033462 29 0.97137 22 

2- 0.030575 23 0.97478 22 

3- 0.028484 24 0.97714 23 

4- 0.02871 21 0.97814 23 

5- 0.0283 24 0.97733 22 

6- 0.029258 23 0.97611 23 

7- 0.028726 23 0.97665 22 

8- 0.029609 27 0.97674 23 

9- 0.028307 30 0.9788 22 

10- 0.030385 28 0.97621 23 

 

To benchmark the performance of the proposed algorithm against Naïve Bayesian Classifier 

(NBC), Extreme Learning Machine (ELM), Binary Bat Algorithm (BBA), Binary Particle 

Swarm Optimization (BPSO), Binary Firefly Algorithm (BFA), and the proposed Binary 

Salp Swarm Algorithm (BSSA). Table V shows the result of the comparison. 

 

Table 5 The Results Comparison 

Algorithm Acc. Rate Err. Rate No. Features 

NBC  89.5% 10.1% 41 (ALL) 

ELM  93.421% 6.579% 41 (ALL) 

BBA (Najeeb, 2018) 91.62% 8.38% 15 

BPSO (Najeeb et al., 2018) 90.63% 9.37% 22 

BFA (Najeeb et al., 2018) 92.02% 7.98% 14 

BSSA 97.814% 2.871% 21 

 

BSSA has obtained the best accuracy with the lowest number of selected features. However, 

the results in terms of the selected subset of features were acceptable. BSSA handled the 

most relevant subset of features to the accuracy classification more than choosing the 

minimum subset of features. In contrast, the other algorithms did the opposite. BFA found 

the minimum subset of features; however, the classification accuracy was lower than the 

one obtained by BSSA. 

 

Conclusion 

 

A binary Salp Swarm Algorithm (BSSA) was proposed in this research paper for selecting 

the most relevant subset of features, which enhance the classification performance of the 

network intrusion detection system (IDS). Extreme Learning Machine (ELM) showed that 

the proposed BSSA could select on average 25 features, with average accuracy ∓ 97.5%. 

For future studies, the proposed algorithm could enhance the classification performance for 

other case studies, such as email spam filtering, or medical diagnosis case studies. 
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