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Abstract 

 
Incoming Information Technology (IT) services appear with cloud computing perspectives that 

provide users access to IT resources anytime, anywhere. These services should be good enough 

for the user with some advantages for the cloud service provider. To achieve this goal, you must 

face many challenges, load balancing is one of these challenges. The most convenient option 

for some functions does not mean that option is always a good choice to achieve the entire work 

all the time. Resource overload and bad traffic that can lead to time exhaustion should be 

avoided, this can be obtained through appropriate load balancing mechanisms. This paper offers 

a simple solution for choosing the preferred server to distribute functions based on minimum 

bandwidth consumption. 
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Introduction 

 

Grid computing is a set of machines connected to each other by a network that works 

together as a virtual powerful computer to do big jobs, (Anthony, 2016; Almuttairi et al, 

2011; Almuttairi et al, 2010; Almuttairi et al, 2017 and Almuttairi et al, 2010), such as 

analyzing huge sets of data through the cloud, you can aggregate and use numerous 

computer networks for different periods of time and for specific purposes, you pay if 

needful only for what you utilize to save time and buy and deploy the necessary resources 
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without the involvement of others. Also, by dividing the jobs on multiple devices, the 

processing time is greatly reduced to increase efficiency and reduce wasted resources, (Sakr 

et al, 2005; Almhanna, 2010 and Almuttairi et al, 2010). 

 

Grid computing systems collect many resources for the purpose of creating a virtual 

computing repository that enables users to withdraw resources from this reservoir for a fee 

based on usage. 

 

There are many resource allocation problems in grid computing that have been studied in 

several ways, including dynamic and classical (Almuttairi et al, 2010). 

 

In this work, we deem one such issue that deals with concurrent requirements for computing 

potential and connection bandwidth so that the network is able to meet the changing and 

fluctuating requirements quickly and significantly for many users and more economically 

(Johnsson et al., 2005; Nathan et al., 2019; Almhanna, 2010 and Almuttairi et al., 2010). 

 

If the traffic load is unbalanced, there is a significant possibility that the traffic will cause 

packet loss, congestion, and deterioration of the network quality of the service (Zeng et al, 

2019). Current resource allocation mechanisms are focused on saving CPU, memory or 

number of connections and do not consider bandwidth as a significant barrier.  

 

Many applications perform many operations that require different devices to communicate 

with each other and share their data continuously such as scientific simulations or real-time 

applications such as financial services all require large and sustainable data transfer and this 

requires guaranteed bandwidth at the application level.  Many network systems have been 

developed, Condor (Litzkow, et al., 1988), Globus (Foster; Kesselman, 1997), and Legion 

(Chapin et al., 1999) are good examples of such systems, and however, so far we have to 

address many issues of resource allocation in systems. Resource allocation for network 

computing involves sharing of resources as suggested by Chun and Kohler (Chun-Culler, 

2000), since all functions must have access to certain resources, all previous models do not 

deal with resource allocation with explicit bandwidth limitations. This search differs 

significantly from the others because the requests may have been allocated across many 

several servers if minimum bandwidth restrictions are met. 

 

In this work, we will assume that there is a set of jobs, each of which requires some 

computing resource that needs some bandwidth and is profitable if selected. Where the 

Hungarian algorithm method was used for the purpose of communication between two 

nodes by using the least sufficient amount of bandwidth. 
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Load Balancing 

 

It is professional artistry for computer networks to divide workload across numerous 

computers, network links, disk drives, CPUs, or any other resources (Afzal-Kavitha, 2019; 

R.M, 2010), to optimize resource usage, reduce response time, increase productivity, and 

avoid overload. Moving away from using a single component and instead using multiple 

components may result in an increase in reliability (Ammar, 2011). One of the major issues 

in grid computing is load balancing (Joshi-Kumari, 2016). It is an important mechanism 

designed to equitably distribute the load. (maybe not equally) among all servers within the 

network that are authorized by the service provider, because the purpose of this process is 

to avoid loading some servers too much, while others don't allocate loads or perhaps allocate 

too little, so that it does not fit the capacity of the server. Behind this idea is the idea of this 

research paper, where we worked on distributing requests between servers so that the least 

possible bandwidth packets are consumed. 

 

Round Robin Load Balancing 

 

To maintain a balanced work environment and for the purpose of distributing user requests 

to a number of different servers, round-robin load balancing is a suitable approach to doing 

such work. Where each request is routed to a different server in turns. The process is 

repeated several times and alternately until the completion of all requests. As a simple 

example, suppose an organization has three servers: 

 

Server I, Server II, and Server III. The request distribution is as follows: 

 

• The first demand is distributed on the server I. 

• The second demand is distributed on the server II. 

• The third demand is distributed on the server III. 

 

One of the worst drawbacks of the round-robin algorithm in load balancing                           

(Ghutke-Shrawankar, 2014) it assumes that the capabilities and characteristics of the 

servers are similar to deal with requests, in addition to the large consumption of time. Also, 

the distribution process is in a blind sequence without taking into account the size of the 

load on that server or the size of the file to be handled, for example, the first file goes 

exclusively to the first server, the second and third files to the second and third servers 

respectively, etc. regardless of the file size, server capacity, congestion in the path between 

clients and servers or the bandwidth in between. 
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Assignment Model 

 

It is a particular situation of a transmission dilemma, so that requires different clients to be 

paired to different receivers so that, the total cost for a couple is minimized or maximized. 

 

Structure of Assignment Problem 

 

Table 1 Structure of Assignment Problem 

    Server    

Results 

 1 2 ……… j ……… n 

1 𝑡11 𝑡12 ……… 𝑡1𝑗 ……… 𝑡1𝑛 

2 𝑡21 𝑡22 ……… 𝑡2𝑗 ……… 𝑡2𝑛 

. . .     

. 𝑡𝑖1 𝑡𝑖2  𝑡𝑖𝑗  𝑡𝑖𝑛 

. . .     

n 𝑡𝑛1 𝑡𝑛2  𝑡𝑛𝑗  𝑡𝑛𝑛 

 

Where n indicates the number of requests or number of Clint (same number of servers) and 

tij the connecting cost between Clint i and server j. 

 

1. Mathematical Formulation of the Assignment Problem 

 

The standard allocation problem is to allocate some functions to an equal number of servers 

to achieve the goal of maximizing or minimizing costs. Each server is specifically assigned 

one function, and each function is specifically assigned one specific server to implement 

reducing the total cost of assigning servers to functions. 

 

2. Mathematical form of the Assignment Problem is as follows (Bufardi, 2008, Taha, 2013 

and Lee et al, 1983) 

 

Let Xij = the assignment of server i to job j such that: 

 

                       0, if the ith server is not assigned to jth job. 

  Xij =         

                     1, if the ith server is assigned to jth job. 

 

Then the form is given by: 

 

𝑀𝑛𝑖𝑛𝑚𝑖𝑧𝑒 𝑍 = ∑  
𝑛

j=1
∑ 𝐶𝑖𝑗. Xij

𝑛

i=1
 

 

Subjected to constraint  ∑  𝑛
𝑗=1 , 𝑗 = 1,2,3, … . . 𝑛  (one job for each server) 
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∑  𝑛
𝑖=1 , 𝑗 = 1,2,3, … . . 𝑛  (one server for each job) 

And Xij= 0 or 1 

 

Where for all i, j = 1, cij is the cost of assigning server i to job j, xij = 1 means that server i 

is assigned to job j and xij = 0 means that server i is not assigned to job j. 

 

Also, in addition to reducing the cost of allocation to the least possible, the problem of 

allocation may address other important functions such as reducing the time of completion 

then it is called the problem of cost minimization assignment. 

 

Sonia mentioned (Puri, 2008) that different methodologies have been proposed such as dual 

primary algorithms, simplicity-like procedure, cost management and forest algorithms, 

even also relaxation techniques to resolve the customization problem for the purpose of 

reducing the cost. 

 

Further. It is known that the Hungarian method developed by Kuhn is a first practical way 

to solve SAP (Systems and Products Applications in Data Processing). Many improvement 

problems are of a multi-objective nature and rarely a single objective is sufficient to fully 

contain aspects of the problem. 

 

As well as assignment problems, as they can also include multiple objectives. 

 

One of the important objectives in the problem of assigning functions to the servers is to 

minimize the time of completion. 

 

Hungarian Algorithm 

 

The Hungarian algorithm (Kuhn, 2010) has four proceedings in which the first two 

proceedings are Implemented only once, while the remaining are reiterated until the optimal 

task is found. The input of the algorithm is a square matrix n by n with only positive 

numbers. 

 

Proceeding 1: subtract the lowest value for each row and from each value in that row. 

Proceeding 2: subtract the lowest value for each column, and each value in this column. 

Proceeding 3: Use as minimal as possible horizontal and vertical lines to pass all zeros in 

the resulting array. If less than n Line is needed, go to the next proceeding otherwise the 

algorithm is stopped and the solution exists. 

Proceeding 4: look for the less value does not pass by the lines which were in the second 

proceeding above, and then subtract this value from all the values that are not covered by 
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the lines and add to all the values that are located at the intersection of horizontal and 

vertical lines. 

 

Proposed Work 

 

Let Ci denoted to the client i, Sj denoted to the server j, Fj denoted to the file j and i, j 

=1......n, Bij= bandwidth capacity between client i and server j, n= the number of 

clients/files= number of the servers. 

 

The clients' requests to upload/download n number of different files F, where all the servers 

are in deferent location, the proxy determines which servers will be handled and which is 

equal to the number of files to be downloaded, Calculate the value of the bandwidth (Sarr 

et al, 2006 ;  Johnsson et al, 2005) between the client and the server as shown in the Table 

2, apply the Hungarian algorithm to get the lowest value of the bandwidth  by selecting a 

specific server for each particular file. Finally, the result will determine how to distribute 

files to servers based on consumption of the lowest possible bandwidth. 

 

Table 2 Bandwidth Structure between the Client and the Server 

Clients / Server 𝑆1 𝑆2 ………. 𝑆𝑗 ………. 𝑆𝑛 

𝐶1 𝐵11 𝐵12 ………. 𝐵1𝑗 ………. 𝐵1𝑛 

𝐶2 𝐵21 𝐵22 ………. 𝐵2𝑗 ………. 𝐵2𝑛 

. . . ………. . ………. . 

. 𝐵𝑖1 𝐵𝑖2 ………. 𝐵𝑖𝑗 ………. 𝐵𝑖𝑛 

. . . ………. . ………. . 

𝐶𝑛 𝐵𝑛1 𝐵𝑛2 ………. 𝐵𝑛𝑗 ………. 𝐵𝑛𝑛 

 

Case Study Example 

 

Assume you currently have three deferent clients’ requests to upload/ download three file 

F1, F2, and F3 respectively, to/from three deferent servers S1, S2, and S3 in deferent 

location. Bagdad, India and Russia respectively, the table below (Table 3) shows the 

bandwidth capacity between the clients and servers: 

 

Table 3 Bandwidth Capacity between the Clients and Servers 

 Server 1 Server 2 Server 3 

Clint 1 / F1 4000  Mbps 4000  Mbps 3500  Mbps 

Clint 2 / F2 4000  Mbps 6000  Mbps 3500  Mbps 

Clint 3 / F3 2000  Mbps 4000  Mbps 2500  Mbps 

 

The question: where would you upload/download each file in order so that the bandwidth 

should be minimize? 
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Appling proceeding 1 of Hungarian algorithm, the result as sown in Table (4). 

 

Table 4 Subtract the Lowest Value from Each Row 

 Server 1 Server 2 Server 3 

Clint 1 / F1 500  Mbps 500  Mbps 0   

Clint 2 / F2 500  Mbps 2500  Mbps 0 

Clint 3 / F3 0 2000  Mbps 500  Mbps 

 

Applying Proceeding 2 of the Hungarian algorithm, the result appears as shown in Table 

(5). 

 

In this proceeding we can cover all zeros in 3 lines, which are the same dimensions as the 

matrix, so the algorithm stops. 

 

Table 5 Subtract the Lowest Value from Each Column 

 Server 1 Server 2 Server 3 

Clint 1 / F1 500  Mbps 0 0 

Clint 2 / F2 500  Mbps 2000  Mbps 0 

Clint 3 / F13 0 1500  Mbps 500  Mbps 

 

Table 6 Assign Files to the Corresponding Servers 

 Server 1 Server 2 Server 3 

Clint 1 / F1  Clint 1  

Clint 2 / F2   Clint 2 

Clint 3 / F3 Clint 3   

 

After Appling the Hungarian algorithm, we find the optimal solution for uploading/ 

downloading files is: F1 of clint1 from server 2, F2 of clint2 from server 3 and F3 of clint3 

from server1. Where the amount of bandwidth consumed will be 9500 Mbps, which 

represents the lowest value of the amount of bandwidth to implement the mentioned orders. 

 

 
Figure 1 Send Files to Corresponding Servers via Load Balancer 
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Figure 2 Bandwidth between files and servers 

 

Bandwidth value between each client and server. 

 

 
Figure 3 Bandwidth Value Cost Scheme between Clients and Servers 

 

 
Figure 4 The Graph Shows the Bandwidth Value of All Possibilities If Each File is 

Distributed on One Different Server 
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From the above figure (Figure 4} we can see that the amount of bandwidth lies between 

two values, the highest value is 11000 and the smallest is 9500. 

 

 
Figure 5 Comparison of the Proposed Method and the Round Robin Algorithm 

 

Conclusion 

 

In the case of the traditional round Robin algorithm, each file moves to a specific server, 

where the first file is requested from the first server, the second file and third one is 

requested from the second and third server, respectively, and so on. This method will 

consume more bandwidth about (11,000 Mbps), according to the example. The proposed 

method uses about 9500 Mbps, with a difference of 1500 Mbps. This difference in 

bandwidth consumption came as a result of optimal routing of requests to the appropriate 

servers. As a result, this will lead to a decrease in cost. In this way, sending the request to 

the non-convenient server is avoided so that the amount of bandwidth available is not 

suitable  (higher) for executing that request, and the result for the total work, this may be 

lead to disconnection, or increase the time to fulfill those requests. 
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