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Abstract 

 
Face-to-face learning has been replaced by E-learning due to the closing of academic 

institutions in the world during the covid-19 pandemic. Educational institutions faced many 

challenges in the online platforms and the most important of which was assessing students' 

performance, which resulted in the general problem of cheating detection in the online exams. 

E-learning has grown significantly every day over the last decade with the growth of the internet 

and technology. Therefore, an online examination can be beneficial for people to take the exam, 

but cheating in tests is a common phenomenon around the world. As a consequence, the 

prevention of cheating can no longer be completely effective. Many researchers discussed 

online examination cheating without addressing an important point, which is analyzing 

students' answers to find similar responses between them. 

This paper proposed a recommendation system for evaluating students' answers and detecting 

cheating during an online exam utilizing statistical methods, similarity measures, and clustering 

algorithms by presenting a set of features derived from an online exam based on the Moodle 

platform. The results showed that the suggested online examination system effectively reduces 

cheating and provides a reliable online exam. In conclusion, presenting an effective and fair 

system that maintains academic integrity, which is the most important aspect of education. 

 

Keywords 

 
E-learning, Moodle, Online Exam, Cheating Detection, Similarity Measures, Clustering 

Algorithms. 



Webology, Volume 19, Number 1, January, 2022 

342                                                  http://www.webology.org 

Introduction 

 

In today's world, E-learning has grown in popularity among academic institutions and 

organizations. The main benefit of E-learning is that it is accessible to all individuals, 

regardless of age, place, or time available to learn the contents. The Learning Management 

System (LMS) is an essential tool in an E-learning system. Many educational institutions 

use the LMS as a platform to access E-learning materials. In an E-learning environment, 

students will determine the device for content learning, such as laptop/tablet/mobile. Once 

the students have learned the materials, they must be evaluated by exams. As a result, in an 

E-learning environment, exams are essential for assessing the learner's performance 

(Deborah L et al., 2019). 

 

Today's online exam is an essential part of E-learning solutions for efficient and equal 

evaluation of students' results. The most challenging aspect of E-learning is evaluating the 

students' performance during online exams. In particular, online examinations are usually 

performed on E-learning sites without students and teachers being physically present in the 

same area. This creates some loopholes in online exams in terms of honesty and fairness. 

In addition, online examination environments are susceptible to cheating. It is possible to 

access many data resources online without any checks or balances from students (Muzaffar 

et al., 2021). 

 

To avoid cheating during an online exam, researchers offered a variety of solutions, such 

as biometric methods and online proctoring to ensure integrity and fairness depending on 

artificial intelligence techniques. 

 

This research aims to construct a new model for cheating detection in the online exam based 

on a reliable dataset and affected features. Also, to create the fairest and effective system 

for assessing students' performance. In particular, the main contribution of this system is 

divided into three layers: 

 

1. In the first layer, three online exam features were defined statistically: IP address for 

each student, the time spent in the exam, and the time late for the exam. 

2. In the second layer, the similarity between students' answers was calculated using an 

overlap similarity algorithm. This layer utilizes the essay question type. 

3. The students' answers were divided into similar groups in the third layer using the 

simple k-means algorithm. The question types used in this layer are (multichoice, true 

& false, calculated, numerical, multi-answer, and drag & drop). 

 



Webology, Volume 19, Number 1, January, 2022 

343                                                  http://www.webology.org 

The rest of the paper is structured as follows. In the second section, we explored the 

literature review. The third section covers research methodology, including the proposed 

online exam system and research techniques. In the fourth section, we described the results 

and evaluation of the system. Finally, the fifth section includes a summary of the system. 

 

Literature Review 

 

Educational institutions use the online exam system to improve the quality of education by 

assessing students' performance in self-paced learning environments. However, despite the 

importance of the online exam, students engaging in cheating is a widespread phenomenon 

worldwide (Ghizlane et al., 2019). Therefore, in the field of online exams, several academic 

researchers have been conducted, including continuous authentication, biometrics methods, 

face-tracking techniques, and other approaches described below: 

 

For instance, (Chuang et al., 2017) introduced a method for determining head position and 

time delay for detecting cheating in the online exam session. They also discussed that a 

student's head position variation compared to a computer screen has a strong statistical 

relationship with cheating behavior. Thereby can automatically identify suspicious student 

activities in the online course. Similarly, (Hu et al., 2018) proposed a new method for 

monitoring the student's abnormal behavior during an online exam, which determines the 

relationship between the head and mouth of the examinee through a webcam. Experiments 

have shown that the proposed method was effective for identifying abnormal behavior in 

the online course. 

 

Moreover, students' strategies for detecting cheating in online exams were discussed. 

(Bawarith et al., 2017) suggested an e-exam monitoring system to detect and avoid cheating 

during the exam. The system used continuous authentication of the fingerprint reader and 

the eye tribe tracker. As a result, the system classified the examinee's status as cheating or 

non-cheating based on two parameters: the examinee's total time on screen and the number 

of times the examinee is off-screen. 

 

(Mungai & Huang, 2017) reviewed the significance of keystroke dynamics in keeping 

security in online exams. The proposed system used a three-stage authentication method, 

using statistical verification, machine learning, and logical comparison. When an applicant 

first logs into the system, his typing style is automatically registered, and a template is 

generated for him. These templates are used as a guide to ensure that the user is 

authenticated at all times when taking an online exam, based on several parameters, which 

are: dwell time (time difference between pressing and releasing keys) and flight time (time 
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difference between key release and the next keypress) and typing speed of user for better 

precision and responsiveness. 

 

(Prathish et al., 2017) proposed an inference system that would assist the instructor in 

monitoring students during the online exam. They identified the examinee's face based on 

differences in yaw direction, audio appearance, and successful window capture. The system 

was checked in an E-learning environment and effectively achieved in online exam 

monitoring. In a similar study, (Ketab et al., 2017) presented the development of a more 

reliable, flexible, and continuous authentication system for online assessments. The system 

has a continuous user identification using multimodal biometrics to monitor the examiner 

to ensure that only a valid student takes the exam; a security layer that uses an eye tracker 

to watch/record student eye movement; and speech recognition to detect unwanted contact. 

 

(Mahadi et al., 2018) discussed several techniques and suggested combining (facial 

recognition and keystroke dynamics) could be the best classifiers in the online course for 

behavioral biometric authentication. Similarly, (Ghizlane et al., 2019) also suggested a 

combination of smart cards (to check student's identity) and face recognition techniques 

(for continuous monitoring of a student's webcam) to detect any suspicious behavior during 

the online exam and avoid any kinds of cheating attempts.  

 

(Shdaifat et al., 2020) proposed a model that uses a biometric iris recognition technique in 

addition to the traditional method of mobile examination login in mobile learning. The 

suggested model captures iris images randomly, which helps improve the student's 

authentication during the exam. The study aimed to avoid student impersonation and 

cheating in mobile exams.  

 

A study suggested by (Golden & Kohlbeck, 2020) paraphrasing questions was used to 

minimize the benefits of online cheating. They challenged students with a verbatim test 

bank question and a paraphrased question for each topic chosen. Students recorded higher 

performance on verbatim questions comparing to paraphrasing (80.4% vs. 69.1%). The 

study showed that they could not quickly answer a paraphrased test bank question since it 

does not appear online in its original and verbatim form. Thereby, cheating is minimized, 

academic integrity is preserved, and useful for professors who wish to eliminate the risks 

of using test banks. 

 

(A et al., 2020) implemented an intelligent monitoring system to detect suspicious student 

activity in the examination hall using a high-density camera to record all of the participants 
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in the session. This study helps identify the students' abnormal behavior, avoiding the 

presence of a supervisor in the hall and providing evidence of cheating. 

 

Research Methods 

 

This section describes the proposed system of cheating detection in the online exam, 

problem assumptions, features extraction, and techniques used in this paper. The following 

sections discuss the results and implementation. 

 

1. Proposed System of Cheating Detection in the Online Exam 

 

Previous researches in the area of online exam integrity have several limitations. Some have 

regularly taken images of each student, while others have employed video cameras to record 

the students' behavior during exams. However, these systems violate the privacy of students 

and require fast internet access and powerful software. The primary goal of this research is 

to use data mining techniques to assess students' answers after the exam. The suggested 

online examination system is described in Figure 1. 

 

 
Figure 1 Reliable Online Examination System 



Webology, Volume 19, Number 1, January, 2022 

346                                                  http://www.webology.org 

Initially, the student performs the exam on the Moodle platform, and then exam information 

is generated and stored in the Moodle database. The entire procedure of our proposed 

system is organized into three layers. In the first layer, three features derived from the exam 

(IP address, time taken, and time late) were employed to evaluate the examinee's status 

using statistical methods. 

 

In the second layer, similarity algorithms were utilized to calculate the similarity between 

students' answers to the essay questions. Clustering algorithms were used in the third layer 

to separate students' answers into related groups based on different question types such as 

multichoice, true & false, calculated, numerical, multi-answer, and drag & drop. Finally, 

the examiner was provided with a recommendation system for students who cheated in the 

online exam. 

 

2. Problem Assumptions 

 

We considered the following assumptions in this research: 

 

1. The online exam was implemented using the Moodle platform (Https://Moodle.Org/, n.d.). 

2. The student must perform his exam alone; otherwise, the proposed system regarded the 

presence of more than one student in the same location as evidence of cheating. 

3. Handwriting questions are not included in our proposed system. 

4. When creating an online exam, you can utilize any type of these questions (multichoice, 

true & false, essay, calculated, numerical, multi-answer, and drag & drop). 

5. A recommendation system has been presented to the examiner about students who cheated 

in the online exam. 

 

Features Extraction and Techniques 

 

This part contains a detailed description of every technique and feature utilized in this 

research. 

 

A) First Layer 

 

To identify cheating situations during an online exam, statistical methods were used based 

on the following features: 

 

1. IP Address: IP address is the student's network address, which must be unique for each 

student. During the exam, most students congregate in one area to exchange answers and 

assist each other. Thereby, if the students connect to the same network, the system will 

detect them by matching IP addresses. 
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2. Time Taken: time taken is the difference between the finish time and the start time for 

each student. Several students finish the online exam in a quarter-time given by the 

examiner, which is against the examination rules because the student cannot leave the 

exam session while taking the face-to-face exam in such a scenario. The students can share 

solutions with each other using social media platforms, leading to faster answers, and the 

exam is done in a quarter of the time. 

3. Time Late: time late is the difference between the start time of the student and the exam's 

start time. For example, some students are late accessing the online exam at the scheduled 

time to get the correct answers from others who took the exam. 

 

As a result, our proposed system is considered evidence of cheating when students utilize 

the same IP address, complete the online exam in a quarter-time, and late for an exam more 

than ten minutes. 

 

Pre-processing of the First Layer 

 

1. Convert each time from Unix format to readable date to precisely determine the time and 

know the hours, minutes, and seconds of each exam, for example (1595232387 converted 

to 08:06:27 AM). 

2. Encoding the IP address before searching for similar networks between students; because 

the network address is divided into four digits, searching for one digit is faster when 

encoded, for example (107.10.208.3 encoded to 1). 

 

B) Second Layer 

 

To calculate the similarity between the answers, similarity measures were applied to the 

essay questions (as features) in this layer. An essay question is a test question that requires 

a written analysis or summary of a specific topic, usually of a defined length. It includes a 

paragraph, sentence, or short composition. 

 

As a result, if the ratio of matching between responses is greater than 65%, our proposed 

system considers it evidence of cheating. 

 

Pre-processing of the Second Layer 

 

Before applying similarity algorithms to essay questions, a set of operations must be 

processed in order to identify students who have the same answer: 

 

1. All unwanted symbols are converted to space since it's not necessary during the matching 

process such as "$", "@", "%", etc. 
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2. Convert all words from upper case to lower case to unify the letters of the word during 

matching. 

3. All punctuation marks and numbers are removed. 

4. All white spaces at the beginning, end, and middle of the essay are stripped. 

5. The English stop words are removed, which are commonly used terms such as ("the", "an", 

"a", etc.) since they do not help distinguish between two essays. 

 

Similarity Measures 

 

The principle of similarity measurement between documents is a fundamental concept in 

information retrieval and text mining. It is commonly used in Natural Language Processing 

(NLP) applications like text summarization and machine translation. Data is collected from 

different sources like online reviews, emails, tweets, spreadsheets, and surveys (Qurashi et 

al., 2020). The primary goal of similarity measurements is to quantify the similarity of two 

documents or between a document and a query. In other words, the calculation of similarity 

is a function that measures the degree of similarity between two documents. All similarity 

measurements fall into the [-1, 1] or [0, 1] range. The minimal similarity is represented by 

0 or -1, while absolute similarity is represented by 1 (Afzali & Kumar, 2017). Three types 

of similarity algorithms are employed in this layer: 

 

1. Overlap Similarity is a measure of how close two sets are. It's determined by dividing 

the intersection size of two sets by the smaller size of them. If one set is a subset of 

the other, it is considered a full match (H.Gomaa & A. Fahmy, 2013). The overlap 

similarity between A and B is defined as, 

 

 𝑂(𝐴, 𝐵) =
|𝐴∩𝐵|

𝑚𝑖𝑛(|𝐴|,|𝐵|)
    (1) 

 

The degree of similarity measurement is between 0 and 1. When the two documents are 

identical, or one of them is a subset of the other, the value is 1; when the two documents 

are entirely different, the value is 0 (M.K & K, 2016). 

 

2. Cosine Similarity is a measure that specifies how related documents are regardless 

of their size. Mathematically, it computes the cosine of the angle generated by two 

vectors projected in multidimensional space (Jain et al., 2020). The cosine similarity 

between A and B is known as, 

 

C(𝐴, 𝐵) =
𝐴⋅𝐵

∥𝐴∥×∥𝐵∥
=

∑  𝑛
𝑖=1 𝐴𝑖×𝐵𝑖

√∑  𝑛
𝑖=1 𝐴𝑖

2×√∑  𝑛
𝑖=1 𝐵𝑖

2
  (2) 
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The value of cosine differs between [-1, 1]. If two documents are identical, their vectors 

originate in the same direction, creating a slight angle with a cosine value nearby 1. 

Conversely, when two vectors point in opposite directions from the origin, they form a large 

angle, and the cosine value is close to -1; thus, the documents are dissimilar, and no 

similarity is mapped (Afzali & Kumar, 2018; Reddy et al., 2018). 

 

3. Jaccard Similarity compares two sets for similarity. It is defined as the intersection 

size divided by the union size of two sets (Jain et al., 2020). The Jaccard similarity 

between A and B is referred to as, 

 

𝐽(𝐴, 𝐵) =
|𝐴∩𝐵|

|𝐴∪𝐵|
=

|𝐴∩𝐵|

|𝐴|+|𝐵|−|𝐴∩𝐵|
   (3) 

 

A number between 0 and 1 represents the level of similarity. When the value is 1, two 

documents are identical; when the value is 0, two documents are dissimilar (Afzali & 

Kumar, 2018; Reddy et al., 2018). 

 

C) Third Layer 

 

Clustering algorithms were applied to separate students' answers into several groups based 

on the number of k values. The questions types (features) that used in this layer are: 

 

1. A multiple-choice question (MCQ) requests the respondent to select one or more options 

from a limited list. An MCQ includes the correct answer as well as distractors. 

2. A true & false question is a statement that required a true or false answer. The true & 

false format can be used in a variety of forms such as "correct" or "incorrect", "yes" or 

"no" and "agree" or "disagree, etc. 

3. Calculated questions are specific numerical questions that are based on a formula and use 

variables or "wild cards" (i.e. {a}, {b}). When the exam is taken, these wild cards are 

randomly selected from a collection of values. 

4. The numerical question type needs a number as a response. The values are fixed in the 

question text. 

5. Questions with multiple answers allow students to identify more than one choice. When 

there are multiple correct answers, this form of the question is used. 

6. A drag & drop question contains a list of two or more potential responses, which can 

drag to response targets. The goal may be a table, a block, or any other element on the 

screen. 
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Pre-processing of Third Layer 

 

Before implementing the clustering algorithms, converting students' answers to an encoding 

format for these questions’ types (multichoice, true & false, calculated, numerical, multi-

answer, and drag & drop); because clustering algorithms deal with numerical data, not 

categorical data. For example, questions with two responses are converted to 0 and 1, while 

questions with three responses are transformed to 0, 1, 2, and so on. 

 

Details of the Dataset for Clustering Layer 

 

We used 32 examinations from our dataset, specifically final exams from two semesters. 

The graphic presents the distribution of the different datasets in each exam. The number of 

attributes and instances are displayed in Figure 2. 

 

 
Figure 2 Graphical Representation for the Number of Attributes and Instances 

 

The number of instances indicates the total number of students, while the number of 

attributes represents the total number of questions in each exam. 

 

Clustering Algorithms 

 

Clustering is the process of grouping together similar data objects into clusters. Cluster 

analysis is used to summarize data, compact it, and find the nearest neighbors efficiently. 

Different types of clustering are partitional, hierarchical, overlapping, exclusive, fuzzy, 

complete, and partial. Clustering algorithms are divided into four types: prototype-based 

clustering, density-based clustering, scalable clustering algorithms, and graph-based 

clustering (Alzubaidi et al., 2021). Several important factors must be considered when 
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selecting an effective clustering algorithm, like characteristics of clusters, type of 

clustering, number of data objects, characteristics of attributes and datasets, cluster 

description, noise & outliers, and domain-specific issues (Pandey et al., 2020). 

 

Clustering categorizes a set of objects (typically defined as points in multidimensional 

space) into groups of related objects. Cluster analysis is a valuable component in data 

analysis. It resembles each other more than patterns from different clusters. The procedure 

for creating data clusters is shown in Figure 3 (RAMAKRISHNAN, n.d.): 

 

 
Figure 3 The Process of Data Clustering 

 

In the beginning, we obtain raw data and apply a clustering algorithm to get data clusters. 

This is the process of using the clustering algorithm to create data clusters. Clustering is 

commonly used for unsupervised datasets, but it can also be used with supervised datasets. 

 

Algorithms play a role in developing a well-designed clustering strategy for a particular 

problem in clustering. In this layer, three types of clustering algorithms are used: 

 

1. K-Means Clustering Algorithm 

 

k-means algorithm is simple unsupervised learning that works on iterations to group data 

objects into clusters to solve the well-known clustering problem. The process follows a 

simple and easy method for classifying a given data set using a specific number of clusters 

(suppose k clusters). The principal concept is to identify k centers, one for each group. 

These centers should be strategically placed because different locations produce different 

results. So, the best choice is to position them far from each other as much as possible. The 

next step is to associate each point in a dataset with the nearest center. When there are no 

pending points, the first stage is completed, and an early group age is finished. At this stage, 

we must re-calculate k new centroids as the barycenter of the clusters generated in the 

previous step. After obtaining these k new centroids, the same dataset points and the closest 

new data center have to be linked again. There has been created a loop. This loop means 

that the k centers change their position step by step until no changes have been made or that 

the centers no longer shift (Singh & Surya, 2015). Finally, the k-means algorithm aims to 

minimize an objective function known as the squared error function (Gnanapriya, 2017), 

which is defined as follows: 
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𝐹 = ∑  𝑛
𝑖=1 ∑  m

𝑗=1 (∥∥𝑥𝑖 − 𝑦𝑗∥∥)
2
   (4) 

Where, 

𝐹: represents the objective function. 

𝑛: represents the number of clusters. 

m: represents the number of instances. 

∥∥𝑥𝑖 − 𝑦𝑗∥∥: represents the Euclidean distance function. 

 

K-means clustering algorithm steps (Kaur & Verma, 2017) 

 

Let R = (r1, r2, …, rn) be data points set and S = (s1, s2, …, sn) be centers set. 

 

1. The initial cluster centers 'c' is randomly chosen. 

2. Compute the distance between all data points and cluster centers. 

3. Allocate the information point to the cluster center with the shortest distance between it 

and all other cluster centers. 

4. Use the following formula to re-calculate the new cluster center: 

 

𝒗𝑖 = (1/𝑐𝑖)∑  
𝑐𝑖
𝑗=1 𝑥𝑖    (5) 

 

where 'ci' is the number of data points in ith cluster. 

 

5. Re-calculate the distance of each data point to the new cluster centers. 

6. Stop if no data points were reassigned; otherwise, start over at step 3. 

 

2. Hierarchical Clustering Algorithm 

 

A hierarchical clustering algorithm is one of the most common and simple clustering 

techniques, which forms a hierarchical cluster arrangement called a dendrogram. The 

dendrogram tree can be divided into several levels to generate different data clusters. This 

technique is divided into two types (agglomerative clustering and divisive clustering). The 

bottom-up approach is used in the agglomerative clustering algorithm. This clustering 

method assumes each document to be a single cluster, allowing all pairs of clusters to be 

combined into a single group containing all of the documents. On the other hand, the                   

top-down approach is used in the divisive clustering algorithm—this method of clustering 

recursively separating the clusters from a single cluster to several groups (Kaur & Verma, 

2017). Generally, merges and splits are calculated in a greedy manner. 
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Hierarchical Clustering Algorithm Steps (Gnanapriya, 2017) 

 

Given a collection of N items for clustering, 

 

1. Begin by assigning each object to its cluster. If you have N items, you will now have N 

clusters, each including only one item. Let the distances between clusters to match the 

distances between the objects contained within them. 

2. Find the most related (closest) pair of clusters and combine them into a single cluster, 

resulting in one less cluster. 

3. Calculate the distances between each of the old clusters and the new clusters. 

4. Steps 2 and 3 can be repeated until all items are grouped into a single N-size cluster. 

 

3. Expectation-Maximization Clustering Algorithm 

 

Expectation-Maximization (EM) algorithm is an iterative method for determining the 

maximum likelihood estimates of parameters in mathematical models that depend on 

unobserved latent variables (variables inferred from the values of other known variables but 

are not explicitly observable). The EM iteration alternates between doing an expectation 

(E) step, which calculates parameters maximizing the expected log-likelihood, and a 

maximization (M) step, which calculates parameters maximizing the expected                     

log-likelihood found on the E step. In the next E step, these parameter estimates are used to 

calculate the distribution of the latent variables. EM gives a probability distribution to each 

case, which indicates the likelihood of it belonging to one of the clusters (Sehgal & Garg, 

2014). This algorithm is the basis of many unsupervised clustering algorithms in machine 

learning, which is an extension of the k-means algorithm. 

 

Results 

 

The previous section explained the proposed system and every feature & technique that 

used in this paper. The research results will be discussed in this section. 

 

1. Data Collection Method 

 

A private database was used in the proposed system provided by an Iraqi university without 

specifying the university's name for personal reasons. Table 1 shows the basic Moodle 

statistics of our dataset for the last two years. 
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Table 1 Moodle Statistics for our Dataset 

Item Total 

Number of courses 180 

Number of students 941 

Number of quizzes 510 

Number of questions 6645 

Number of assignments 388 

Number of resources 3064 

 

As illustrated in Table 1, the dataset contains 941 participants, 510 exams, 180 courses, 

3064 study resources, and 388 assignments for all stages in the first and second semesters. 

As a result, 32 final exams were used in our proposed system. 

 

2. First Layer Results 

 

A comprehensive description of the results is offered in Figure 4, which includes the total 

number of students and the number of students who cheated by (IP address, time taken, and 

time late). 

 

 
Figure 4 The number of students identified as potential cheaters in the first layer 
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According to the above graph, which indicates the number of students who cheated in the 

first layer. The IP address had the highest rate of cheating since most of the students sit in 

the same location, followed by the time late and time taken. 

 

3. Second Layer Results 

 

To select the best similarity algorithm, four cases with different characteristics were 

considered for evaluation in this layer: 

 

1. First case includes two similar documents. 

2. Second case contains two documents. One of the documents involves a paragraph that 

exists entirely in the other document. 

3. Third case includes two different documents on the same subject. 

4. Fourth case contains two different documents. 

 

In each of the four sentences, the preprocessing steps in the last section have been used. 

The overlap similarity, cosine similarity, and Jaccard similarity were applied. Figure 5 

shows the results of all three algorithms. 

 

 

Figure 5 The results of similarity measures 
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All three measurements have a similarity of 100% in case 1, which contains exactly two 

identical documents. In cases 2, 3, and 4, the best result is provided by overlap similarity 

followed by cosine similarity and Jaccard similarity. However, the practical method and 

similarity measure is based on the characteristics of the experimental data and the work that 

users plan to do. 

 

The results of the second layer are summarized in Figure (6) below, which include the total 

number of students and students who cheated in the essay questions. 

 

 

Figure 6 Total number of Students and Students who Cheated in the Second Layer 

 

As illustrated in the figure, 27 of 32 exams were cheated by essay questions. As a result, 

this layer revealed more cheating than the previous one. 

 

4. Third Layer Results 

 

We compared three clustering algorithms (k-means, EM, and Hierarchical) based on the 

number of clusters, the sum of squared error (SSE), cluster instances, log-likelihood, and 

time is taken to build the model using the Weka (3.8.5) tool. Table 2 displays the results of 

our experiments while comparing clustering algorithms. The k value (the number of 

clusters) must be defined for each algorithm. 
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Table 2 Results Comparison of Clustering Algorithms using the Weka Tool 

Name 

Exam-1 (number of instances is 66) Exam-2 (number of instances is 68) 

Number 

of 

Clusters 

Cluster 

Instances 

Sum of 

Squared 

Error 

(SSE) 

Log-

likelihood 

Time is 

taken to 

build the 

model 

(sec) 

Number of 

Clusters 

Cluster 

Instances 

Sum of 

Squared 

Error 

(SSE) 

Log-

likelihood 

Time is 

taken to 

build the 

model (sec) 

K-Means 2 
28 (42%) 

38 (58%) 
44.750  0 3 

30 (44%) 

15 (22%) 

23 (34%) 

32.481  0 

EM 2 
15 (23%) 

51 (77%) 
 -11.50149 0.01 3 

14 (21%) 

53 (78%) 

1 (1%) 

 -0.5893 0.11 

Hierarchical 2 
65 (98%) 

1 (2%) 
  0.01 3 

1 (1%) 

66 (97%) 

1 (1%) 

  0.02 

K-Means 4 

18 (27%) 

26 (39%) 

12 (18%) 

10 (15%) 

31.072  0 5 

21 (31%) 

10 (15%) 

14 (21%) 

8 (12%) 

15 (22%) 

28.163  0 

EM 4 

17 (26%) 

19 (29%) 

20 (30%) 

10 (15%) 

 -4.36442 0.03 5 

8 (12%) 

48 (71%) 

7 (10%) 

1 (1%) 

4 (6%) 

 2.2433 0.07 

Hierarchical 4 

63 (95%) 

1 (2%) 

1 (2%) 

1 (2%) 

  0.01 5 

1 (1%) 

64 (94%) 

1 (1%) 

1 (1%) 

1 (1%) 

  0.01 

K-Means 6 

14 (21%) 

14 (21%) 

8 (12%) 

10 (15%) 

10 (15%) 

10 (15%) 

26.976  0 7 

16 (24%) 

11 (16%) 

12 (18%) 

6 (9%) 

11 (16%) 

2 (3%) 

10 (15%) 

24.588  0 

EM 
 

6 

15 (23%) 

8 (12%) 

15 (23%) 

9 (14%) 

9 (14%) 

10 (15%) 

 -4.4077 0.01 7 

9 (13%) 

27 (40%) 

7 (10%) 

1 (1%) 

11 (16%) 

3 (4%) 

10 (15%) 

 5.43905 0.04 

Hierarchical  

60 (91%) 

1 (2%) 

1 (2%) 

1 (2%) 

1 (2%) 

2 (3%) 

  0.01 7 

1 (1%) 

62 (91%) 

1 (1%) 

1 (1%) 

1 (1%) 

1 (1%) 

1 (1%) 

  0.01 
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The best result was obtained from selected clustering algorithms to evaluate our dataset     

(k-means followed by EM and hierarchical algorithms). The k-means algorithm performed 

best with execution time and clustered instances compared to EM and hierarchical 

algorithms. Figure 7 shows the results of cluster algorithms compared in terms of time 

complexity. 

 

 

Figure 7 Time Taken for the Clustering Algorithms 

 

The results of the simple K-mean, hierarchical, and EM were compared in terms of time 

complexity on the 32 exams of our datasets. The k-means algorithm has the minimum 

execution time compared to other algorithms. 

 

5. Result Implementation 

 

As one of the experiment results of the proposed system, the examination status was 

evaluated after the exam was finished. A sample from the existing exams were selected for 

the fourth stage of the first semester. Table 3 displays the proposed system's results. 
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Table 3 Result Implementation of the Proposed System 

First layer 

 (Statistical layer) 

 

Second layer  

(Similarity 

layer) 

 

Third layer 

(Clustering 

layer) 

Student 

ID 
IP Address Time Taken Time Late 

Ratio of 

similarity 

Student' 

groups 

241 
Repeated IP 

(176.10.99.200) 

used quarter 

time of exam: 

(00:37:20) 

on time Low matching 

Group – 1 

 

374, 241, 673, 

240, 612, 236, 

242, 216 

612 unique IP 
used full time 

of exam 
on time 

High matching 

(94%) between 

612 and 245 

635 unique IP 
used full time 

of exam 

Time late is: 

(00:36:38) 

High matching 

(100%) 

between 635 

and 670 

245 unique IP 
used full time 

of exam 
on time 

High matching 

(94%) between 

245 and 612 

216 unique IP 
used full time 

of exam 
on time 

High matching 

(89%) between 

216 and 673 

929 unique IP 
used full time 

of exam 
on time 

High matching 

(96%) between 

929 and 612 

242 
Repeated IP 

(176.10.99.200) 

used full time 

of exam 
on time 

High matching 

(96%) between 

242 and 671 

670 
Repeated IP 

(185.121.69.40) 

used full time 

of exam 
on time 

High matching 

(100%) 

between 670 

and 635 

673 unique IP 

used quarter 

time of exam: 

(00:25:51) 

on time 

High matching 

(91%) between 

673 and 245 

Group – 2 

 

635, 672, 222, 

670, 227, 671 

672 
Repeated IP 

(185.220.103.5) 

used full time 

of exam 

Time late is: 

(00:21:50) 
Low matching 

223 
Repeated IP 

(51.15.82.176) 

used full time 

of exam 
on time 

High matching 

(94%) between 

223 and 612 

240 
Repeated IP 

(176.10.99.200) 

used full time 

of exam 
on time Low matching 
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215 
Repeated IP 

(51.15.82.176) 

used quarter 

time of exam: 

(00:36:51) 

on time Low matching 

643 unique IP 
used full time 

of exam 

Time late is: 

(00:25:23) 
Low matching 

226 unique IP 
used full time 

of exam 
on time Low matching 

Group – 3 

 

215, 217, 223, 

219 

243 unique IP 
used full time 

of exam 
on time 

High matching 

(92%) between 

243 and 612 

220 unique IP 
used full time 

of exam 
on time 

High matching 

(94%) between 

220 and 242 

221 unique IP 
used full time 

of exam 

Time late is: 

(00:33:07) 
Low matching 

374 
Repeated IP 

(176.10.99.200) 

used full time 

of exam 
on time 

High matching 

(89%) between 

374 and 673 

361 unique IP 
used full time 

of exam 
on time Low matching 

236 unique IP 
used full time 

of exam 
on time 

High matching 

(94%) between 

236 and 612 

Group – 4 

 

245, 929, 243, 

220 

217 
Repeated IP 

(51.15.82.176) 

used full time 

of exam 

Time late is: 

(00:17:33) 
Low matching 

671 
Repeated IP 

(185.220.103.5) 

used full time 

of exam 
on time 

High matching 

(96%) between 

671 and 242 

286 unique IP 
used full time 

of exam 

Time late is: 

(00:27:10) 

High matching 

(90%) between 

286 and 220 

222 
Repeated IP 

(185.121.69.40) 

used quarter 

time of exam: 

(00:31:51) 

Time late is: 

(00:20:38) 
Low matching 

Group – 5 

 

643, 226, 221, 

361, 286 

219 
Repeated IP 

(51.15.82.176) 

used full time 

of exam 
on time 

High matching 

(89%) between 

219 and 223 

227 
Repeated IP 

(185.121.69.40) 

used full time 

of exam 
on time Low matching 
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This exam was taken by 27 students, and the following results were obtained after 

implementing our proposed system: 

 

1. In the first layer, 13 duplicate IP addresses were discovered and divided into four 

groups, meaning that each group of students (241, 374, 240, 242), (670, 222, 227), 

(672, 671), and (219, 223, 215, 217) sat in the same place to take the exam. In addition, 

four students (241, 673, 215, 222) completed the exam within the quarter-time limit, 

whereas seven students (635, 672, 643, 221, 217, 286, 222) were late for taking the 

exam on time. 

2. In the second layer, 16 students had a high matching of answers with other students, 

while 11 students had a low matching. 

3. In the third layer, we divided students' answers into five groups (the number of clusters 

is five), each group containing several students who had similar responses. 

4. Cheating was detected for some students in all three layers, like (242,374), who 

cheated by using a shared IP address and obtained a high match rate in the second 

layer, as well as being isolated in the same group in the third layer. 

5. Some students did not cheat in the first layer, but cheated in the second layer like  

(236, 612) and then were isolated in the same group in the third layer. 

6. Most of the cheating cases were detected in the second layer; 16 cheats were identified 

out of 27 students. 

7. Some students did not cheat in the first and second layers such as (226,361), but they 

were grouped in the third layer. This indicates that the students did not cheat or their 

responses were similar, as showed by the third layer's result. In this instance, the 

examiner determines whether the students' status is cheating or not. 

 

Conclusion 

 

Students and educational institutions have paid a lot of attention to E-learning and distance 

education in the Covid-19 pandemic. E-learning has grown in popularity around the world 

due to its flexibility, accessibility, and user-friendliness. However, the primary challenge in 

online education is assessing students in the online exam because cheating in the 

examination is simple and a significant issue in education and undermining efforts to 

evaluate a student's performance. 

 

In this paper, a solution was proposed to reduce cheating during online exams by extracting 

a set of reliable features from the Moodle platform using data mining techniques. These 
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features are divided into three layers. In the first layer, statistical methods were used to these 

features (IP address, time taken, and time late) to detect cheating in the exam. In the second 

layer, similarity measurements were applied to essay questions to calculate the ratio of 

similarity between students' answers. In the third layer, clustering algorithms were 

employed to these questions (multichoice, true & false, calculated, numerical,                  

multi-answer, and drag & drop) to divide students' answers into several related groups. 

Finally, a recommendation system is presented to assist the examiner in deciding suspicious 

students' responses. As a consequence of the proposed system, the following points have 

been identified: 

 

1. Some students cheated at the first layer by sitting in the same location, which was 

identified by their identical IP address. They also cheated in the second layer, in which 

they had a high similarity ratio. However, the clustering algorithm grouped them in 

the third layer. 

2. Some students cheated by time (time taken or time late), and they didn't sit in the same 

location. They also detected in the similarity and cluster algorithms. 

3. Some students cheated in the first layer, either by IP address or time, and they were 

also detected in the second and third layers with other students who did not exist in 

the first layer. 

4. The overlap similarity was the best method in the second layer since it has the highest 

accuracy compared to other algorithms according to sets of different characteristics. 

5. The best algorithm in the third layer was the k-means algorithm, which required less 

time to execute and achieved the best clustering instances. As a result, when the 

number of clusters is large, the SSE is lower, and the clustering instances are better.  

6. The second layer had the most significant rate of cheating, followed by the first and 

third layers. 

7. The proposed system reported that 60% of students cheated in the second semester, 

while 40% cheated in the first semester. Students cheat at all educational stages, with 

the fourth stage cheating is 32%, the third stage is 30%, the second stage is 24%, and 

the first stage is 14%. Based on 68 final exams, Figure 8 shows the number of students 

who cheated at all academic levels. 
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Figure 8 Ratio of Cheating for all Stages 
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