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Abstract 

 
While technical improvements in the form of computer-based healthcare information 

applications as well as hardware are enabling collecting of and access to healthcare data 

wieldier. In this context, there are tools to analyse and examine this medical data once it has 

been acquired and saved. Analysis of documented medical data records may help in the 

identification of hidden features and patterns that could significantly increase our understanding 

of disease onset and treatment therapies. Significantly, the progress in information and 

communications technologies (ICT) has outpaced our capacity to assess summarise, and extract 

insight from the data. Today, database management system has equipped us with the 

fundamental tools for the effective storage as well as lookup of massive data sets, but the topic 

of how to allow human beings to interpret and analyse huge data remains a challenging and 

unsolved challenge. So, sophisticated methods for automated data mining and knowledge 

discovery are required to deal with large data. In this study, an effort was made employing 

machine learning approach to acquire knowledge that will aid various personnel in taking 

decisions that will guarantee that the sustainability objectives on Health is achieved. Finally, 

the present data mining methodologies with data mining methods and also its deployment tools 

that are more helpful for healthcare services are addressed in depth. 
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Introduction 

 

The amount of data has increased at an incredible rate thanks to the rapid growth of 

computer software/hardware system and internet technology. The amount of knowledge on 

the planet is expected to increase every 20 months. Databases are growing in both size and 

number at an even faster rate. Because even simple transactions like making a phone call, 

using a credit card, or going to the doctor are typically registered on a computer, the 

automation of business operations creates an ever-increasing stream of data. 

 

However, despite its importance, the definition of big data varies from field to field, with 

the result that it now affects all aspects of life and society (Herland M., 2014) For computer 

scientists, a dataset that cannot be viewed, gathered, managed, interpreted or delivered 

immediately enough using typical IT and software-and-hardware techniques is referred to 

as “big data”. 

 

Data is being collected and accumulated at an alarming rate across a wide range of sectors. 

Large amounts of data are generated rapidly throughout the healthcare industry, as well as 

trends show that using big data in the field medical applications greatly improves the 

efficacy of medical healthcare, while, also optimising business operations. Medical 

databases have a wealth of data on patients and their health conditions that is constantly 

being added to. 

 

It is possible that the connections as well as patterns found within this data will lead to new 

medical discoveries. Inopportunely, only a few techniques have been created and put to use 

in the search for this untapped wealth of data. Because of this, a new generation of machine 

learning tools and methodologies is desperately needed to help humans mine the massive 

amounts of digital data that are being generated at an accelerating pace. The growing field 

of knowledge discovery in databases (KDD) is based on these concepts and methods. 

 

The most difficult part is figuring out how to make sense of all the information that has 

been collected. Large databases have hidden patterns that can be discovered using KDD. 

The sheer volume of data may have a major impact on the quality and effectiveness of most 

Intelligent Data Analysis (IDA) methodologies, especially when there are redundant or 
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irrelevant characteristics, missing data, or false positives (Azevedo A., 2019) (Sohail MN, 

2019). 

 

Knowledge Discovery in Databases 

 

Knowledge has indeed been described in multiple ways and there are many different points 

of view on its disposition. There are numerous sorts of knowledge, each needing a particular 

management method. 

 

According to Chen, Herrera and Hwang (Chen M, 2018), what distinguishes the current 

technological advance is not the prominence of information and knowledge, but the 

integration of such information and knowledge to information generating and data 

processing/communication technologies. Knowledge has become a critical aspect for 

growth, given its potential as a strategic determinant for developing new policies, planning 

new activities and stimulating creativity inside businesses. 

 

Information discovery is a relatively recent discipline where techniques taken from artificial 

intelligence, algorithms, statistics and mathematics are used to anticipate and explain new 

knowledge buried in amounts of raw data generally kept in databases (Girardi D, 2016). 

Data mining is also taken as associated of KDD (Girardi D, 2016), but data mining has been 

one of the aspects of process of KDD that requires advanced methods as well as the 

readiness to look at the possibility of hidden patterns that resides with in data (Lee S, 2016) 

(Albahri AS,2020). 

 

The conventional approach of converting data into knowledge depends on manual 

interpretation and analysis. For example, in the health-care business, it is typical for 

professionals to periodically review current trends and patterns in healthcare information, 

say, on a regular schedule (Arji G, 2019). 

 

Data Mining 

 

An algorithmic approach to finding new, relevant, and fascinating information in databases 

is known as data mining (DM). Mathematical statistics, probability distributions, statistical 

inference, as well as neural networks are all applied disciplines of study in DM algorithms. 

It is possible to utilise some of these areas' methodologies to uncover hidden relationships 

among data, which may then be used to build models that anticipate behaviour or define 

certain common characteristics of the things being examined 

 



Webology, Volume 19, Number 1, January, 2022 

4915                                                      http://www.webology.org 

The knowledge pyramid is frequently used to explain the relationship between data, 

knowledge, and understanding (Figure 1). With context, a great amount of data may be 

turned into information, and then the finding of general patterns in data represents 

knowledge about the investigated topic through assessment and consolidation of data 

(Vázquez-Ingelmo A,2020). For the 2nd phase, amongst the most used terminology is Data 

Mining (DM). 

 

 
Figure 1 Typical knowledge pyramid 

 

Research Objectives 

 

Using structural modelling, we characterise the medical data mining and analysis process, 

that also begins with the transmission of the collected data from a computer-based patient 

record system (PRS) to a database server, followed by the formation of a medical database 

for pattern analysis. 

 

Literature Review 

 

Data mining and knowledge discovery in databases have recently received a lot of interest 

from researchers, business, and the media. 

 

Healthcare organisations utilise data mining approaches like association, classification, as 

well as clustering to improve their capacity to draw relevant inferences about patient health 

from raw data (Lee S,2016). 

 

Srimani and Koti (Srimani PK, 2014) provided a rough set approach for creating 

classification model from a collection of 360 observed breast cancer data samples, as well 

as the study demonstrated how rough set theory appears to be a valuable tool for identifying 

patterns in data. 
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Neto et al. (Neto C, 2019) used data pre-processing, RELIEF attribute selection, and Modest 

AdaBoost algorithms to retrieve knowledge features from breast cancer survival records in 

Thailand. They said that Mild AdaBoost outperforms Gentle AdaBoost, SVM, and C4.5, 

however, they did not reveal the size of the breast cancer databases or just use a separate 

set of data with a variable array of options and tuples to evaluate the algorithms' efficiency. 

 

Diabetes is a serious public health issue in the United States, therefore diabetes registrations 

and archives with carefully gathered patient data have a long and storied data history.  

Perveen et al. (Perveen S, 2016) investigated one such diabetes data warehouse, 

demonstrating a means of using data mining tools as well as various analytical concerns, 

data challenges, and outcomes. They employed the decision tree classification technique 

with a binary target variable in Logistic regression and classification trees. They claimed 

that data mining may uncover unique relationships that would be extremely beneficial to 

physicians and administrators. 

 

The goal of the study in (Pac M, 2021) was to evaluate the use of data mining methods in 

proteomics for malignancy detection/diagnosis and to investigate a unique analytic strategy 

using distinct feature extraction methods. In this study 3 serum SELDI-MS data were 

utilised to discover serum proteome patterns that separated ovarian cancer serum from non-

cancer serum. Statistical testing and genetic algorithm-based approaches were employed 

for feature selection in a support vector machine-based approach. 

 

The researchers at Mahoto et al. (Mahoto NA, 2021) employed data preprocessing, data 

transformations, and a data mining technique to discover how various observed 

characteristics correlate with patient survival. Decision rules were derived through the use 

of two separate data mining methods. In a decision-making algorithm, this set of principles 

predicted the survival of new patients who had not yet been observed by the researchers. 

Data mining was used to identify critical factors, which were then analysed for their 

potential medicinal importance. The theories developed in this study were put to the test on 

patients at four different dialysis centres. Patients on dialysis are predicted to live longer 

with the use of data mining, transformation of data, data segmentation, and decision-making 

algorithms, according to the study. 

 

A unique bioinformatics technique presented by Krallinger, Leitner, and Valencia 

(Krallinger M, 2010) finds disease candidate genes based on their expression 

characteristics. They combined text mining of biomedical journal articles with data mining 

of publicly accessible human gene expression (HGE) profiles using the eVOC anatomical 

ontology. They used a data set of 417 candidate genes, including 17 recognized illness 
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genes, to show that their strategy worked and could be used broadly. For 15 of the 17 

disorders, they were able to pick the disease gene and decrease the candidate gene dataset 

to 63.3 percent of its original size (18.8 percent). When it came to genomics and gene 

expression, they found that applying data mining methods made it easier to link the two 

together. 

 

In another research data mining was demonstrated by Yang et al. (Yang J, 2020) by 

demonstrating how patterns in huge databases may be discovered and extracted for usage. 

This study shows how data mining may help the pharmaceutical business make better 

decisions by improve the effectiveness of the decision-making mechanism. A problem in 

the pharmaceutical sector is medication side effects (Wang F., 2014). 

 

Materials and Method 

 

Databases and Machine Learning 

 

A database is a conceptually integrated collection of data stored in one or more files and 

arranged to assist the efficient storage, updating, as well as retrieval of relevant material in 

database administration. For example, in a relational model, data is structured into files or 

tabular forms of fixed-length entries. Each record consists of an ordered list of values, one 

for each field. A data dictionary is a distinct file that stores information about every field's 

name and probable entries. A database management system (DBMS) is a set of techniques 

for obtaining, storing, and altering data from databases (Mahoto NA, 2021). 

 

 
Figure 2 Steps in KDD process involving data mining (Arji G, 2019) 

 

The data mining component of the KDD process is essential. When it comes to data mining, 

it involves selecting the appropriate data mining algorithm(s) and employing   machine 

learning to generate previously unrecognized and potentially helpful and relevant data from 

the data stored in a database. This includes determining which models/algorithms as well 
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as variables are appropriate for a given situation, as well as matching a specific machine 

learning algorithm with the general standards of the KDD process. Classification, 

clustering, regression, summarization, and other data mining techniques are all available 

(Yang J ,2020). 

 

Database 

 

The computer-based patient record system (PRS) has been designated as the production 

database server for mining. Demographic, research results, issues, treatments, sensitivities, 

psychological and physical findings, as well as session reports are among the data gathered 

in PRS. The PRS database model employs a patented class-oriented approach that holds all 

patient records and information in a single reference record. 

 

Knowledge Discovery and Data Mining 

 

A knowledge discovery process, also known as KDD, is a very complicated non-linear 

process that includes not just data analysis but also data preparation, knowledge 

interpretation, and the application of newly obtained information. It is also known as 

knowledge discovery. Knowledge-based decision-making (KDD) is comprised of six 

critical processes, which are (Sohail MN, 2019) (Pac M, 2021): comprehending the issue 

domain; comprehending the data; preparing the data; data mining; evaluating the acquired 

knowledge; and applying that knowledge. 

 

A non-linear process is one in which difficulties can be detected at any stage and the need 

to revert to some of the previous stages and restart the entire process from that point forward 

is necessitated by these problems. A KDD is not a one-pass procedure (Azevedo A. 2019), 

and each iteration results in a distinct perspective on the data being analysed. For example, 

we can detect many missing data points during the preprocessing step, and the prediction 

of these data points might be the aim of the first iteration of the KDD (Jatav S., 2018). In 

the second iteration, we can concentrate on the development of a model that might be used 

to forecast a patient's diagnosis based on the data (predictive data) or to evaluate patient 

who have symptoms and diagnoses that are like one another (descriptive data). 

 

A. Understanding Medical Problem Domain 

 

At the beginning of a KDD, we need to identify what type of knowledge should be found 

in the data. This requires understanding the problem domain. In case of medical data, the 

domain comes from medical area and, therefore, the main goals of this phase are (Islam 

MS, 2018): 
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a. Translation of medical goals into significant parameters for DM. 

b. Determining success criteria from the medical point of view under DM. 

 

B. Understanding Data 

 

When we have a good understanding of the medical issue area, we can analyse the data that 

is accessible. This analysis determines which data will be utilised and which information 

will be required. The primary purpose of this stage is to generate a dataset for the subsequent 

KDD processes. 

 

Data mining is a multifaceted topic that benefits from database management systems, 

statistics, machine learning, and pattern recognition (Islam MS, 2018). However, this 

method is not yet widely used in medical research, multiple studies have shown that data 

mining has great promise for developing disease-prediction models, estimating patient risk, 

and assisting clinicians in making therapeutic choices (Ghorbani R, 2019) (Kumar SR, 

2019). 

 

Data‑mining Models 
 

There are two types of models in data mining: explanatory models as well as predictive 

analytics. When it comes to other parameter estimates, where, predictive models are 

commonly used to anticipate unknown or future values, whilst descriptive methods are 

frequently employed to uncover patterns that explain data that can be comprehended by 

people (Rahimian F, 2018). 

 

1. Data Mining Tasks 
 

The most important function of these algorithms was to scan the information and transform 

alphabetic fields into quantitative variables, which allowed for statistical analysis to be 

performed (Lashari SA, 2018). After determining whether data values were obtained during 

or relating to the infant's preterm course, the script checked to make sure that no more than 

one value for about the same variable was present. If such values were found, the value that 

was recorded the closest to delivery or conceptions, dependent on assessed data quality for 

the parameter, was imported into the final dataset and used as the starting point for the 

analysis. 

 

2. Data Mining Techniques 
 

i. Rough Set 
 

Rough set approach can be used to find structural correlations in imprecise or noisy data. It 

is applicable to characteristics with discrete values. Continuous-valued properties must thus 
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be discretized before they can be used. The construction of equivalence classes within the 

supplied training data is the foundation of rough set theory. All the data tuples in an 

equivalence class are indistinguishable, which means that the samples are equal in terms of 

the characteristics representing the data. It is typical in real-world data that certain classes 

cannot be identified based on the given attributes. Rough sets can be used to define such 

classes crudely or “roughly”. 

 

ii. Artificial Neural Network 

 

An Artificial Neural Network (ANN) is a method of processing information. It functions 

similarly to how the human brain functions. ANN is made up of several interconnected 

processing units that work together to process data. They also provide significant results in 

various machine learning classification processes. We can use neural networks for more 

than just categorization. It may also be used for continuous target attribute regression. 

Neural networks have a wide range of applications in data mining, which is employed in a 

variety of industries. For instance, economics, forensics, and pattern recognition. After 

thorough training, it may also be utilised for data categorization in vast amounts of data. 

 

3. Evaluation Metrics 

 

While working with binary classification difficulties, we may always designate one class 

as a positive class the other as a negative class by reversing the labels. Examples of both 

good and bad outcomes are included in the test set. Several of the assignments made by a 

classifier are incorrect; nonetheless, some of the allocations were made incorrectly. The 

number of True Positives, True Negatives, False Positives, and False Negatives should then 

be established to evaluate the categorization findings. 

 

To compare the performance of the algorithms, the following equations can be used: 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
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Results and Discussion 

 

Based on two years of cancer data, we provide early findings from a factor analysis, and we 

contrasted these findings with those from model research in the area. Finally, we cover a 

few challenges that should be taken into consideration while analysing medical data using 

data mining process. 

 

 
Figure 3 Performance of the modles 

 

Table 1 Performance analysis of disease prediction 

Performance Unsuccessful (0) Successful (1) 

MSE 0.09278654 0.12054762 

MAE 0.14351851 0.19346595 

R 0.78895482 0.78549521 

Min Abs. Error 0.00234516 0.00521514 

Max Abs. Error 1.05135564 1.05512412 

Correct (%age) 89.5154263 91.8835954 

 

Table 2 Performance analysis of ANN model 

Performance Desired Output Actual Output 

MSE 0.20986331 0.21214753 

MAE 0.22441862 0.25574359 

R 0.49951121 0.49925144 

Min Abs. Error 0.00242512 0.00251572 

Max Abs. Error 1.02513145 0.99125895 

Correct (%age) 76 75.521452 

 

When compared individual methodologies, the use of a combination of Rough set model as 

well as Artificial Neural Networks produces superior results. When mining information 

from a database, it has been discovered that using a hybrid strategy that combines the usage 
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of two or more machine learning tools produces better results than using a single approach 

for mining data from the database. 

 

Discussion 

 

It can be observed from the findings that have been presented thus far that machine learning 

methods are excellent classifiers, despite the fact that bagging, which is a hybrid algorithm 

that was used, did not demonstrate any particularly noteworthy performance when 

measured against the evaluation metrics. In addition, we discovered that the majority of 

unusable data in a sampled dataset comprised lawful values that were eliminated because 

they were not acceptable by our data mining methodology. 

 

Conclusion 

 

This study evaluated data mining and knowledge discovery in healthcare database 

applications to find out which one was most effective at collecting meaningful data. It is 

difficult to anticipate diseases using data mining tools, yet doing so saves time and improves 

diagnostic precision. Creating effective data mining tools for a certain application might 

minimise the number of human resources and experience required, which would save up 

both money and time. Exploring medical data for information is a risky endeavour since the 

data that is gleaned are noisy, irrelevant, and vast. The use of data mining technologies is 

extremely intriguing in this case since it allows for the exploration of medical data 

knowledge. 
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