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Abstract 

 
Fluctuating result on weather condition throughout several decades became a global concern 

due to the direct or indirect effect on energy consumption, and that was well-defined in 

several sector. Research investigates the use of technology and the speed of obtaining 

information ، which helps in decision-making.  This paper Emphasize the role of data science 

and their application to monitoring energy consumption, also, explain the importance used 

and challenges of Internet of Things (IoT). Thus, there is a global concern on data 

transformation from IoT devices when taking into account deferent weather variations. Cities 

are a critical part when of energy management, it presents the effect of urbanization and some 

of the success achievement in several cities around the world. Our Analysis indicate that three 

dissimilar types of sensors can detect massive amount of information up to four hundred 

thousand rows, compared to traditional methods for collecting data. The results depict the 

resilient of IOT performance which provide an aggregate of measures reach around 405,184 

rows in a record time, with achieved accuracy up to 99% when implementing the decision tree 

algorithm, the outcome after applying the algorithm was vary 27.60 per-cent recorded by the 
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first device while the other devices scored 26.14%,46.26% respectively, throughout different 

circumstances with continuous reading in a short period of times around 8 days. 
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Introduction 

 

Climate change and global warming have a significant impact, the threats by the 

emissions increased gradually (M. Molina-Solana, 2017). Research has confirmed that 

global temperatures are rising at an alarming rate from 1.5 to 2 degrees Celsius in the 

decade, which means that with this pace of global warming, weather change cannot be 

checked in the near future (D. Pinner, 2020). Nevertheless, its severe impacts can be 

minimized by the use of technology on a large scale (M. Molina-Solana, 2017). 

 

The recent advancements in Data Science under the aegis of Information and 

Communications Technology (ICT) has made it possible to extract useful data from (M. 

Molina-Solana, 2017) diversified energy research and (D. Pinner, 2020) ML algorithms 

(M. Molina-Solana, 2017). 

 

This has created hopes in finding solutions that would (M. Molina-Solana, 2017) reduce 

energy consumption, (D. Pinner, 2020) optimize energy management, and (D. Pinner, 

2020) offer innovative means to avoid the use of radiations – a leading factor causing 

accumulation of greenhouse gases in the atmosphere. Among one such solution is to build 

smart cities whose dynamics would be driven by  eco-friendly, green energy. 

 

Building smart cities depends on the stakeholders and decision makers which varies from 

region to region. It is also energized by the economy of the country’s leading to a big 

question of affordability.  

 

This prompts a question: are there alternatives to technology-driven costlier smart cities? 

Since troubleshooting is always a preferred choice where one cannot reinvest in new 

things, modifying and reshaping the existing cities can be a better choice (Nicolas Waern, 

2019).  For instance, Barcelona city installed beyond than 550 sensors to obtain data from 

various sources, all that place this city in forefront in by replace the lighting system (S. E. 

Bibri, 2020).Additionally, implementing the digital technologies decreased the energy 
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consumption and reduce the cost, which made this region mentioned frequently in vast 

amount of research and articles. 

 

Thus, scientific monitoring of consumptions, analyzing the result through specific 

periods, then developing and testing the alternatives to reduce energy, time, and resources 

can be feasible options, such as those provided by IoT telemetry dataset provided by the 

Amazon Web Services. 

 

Moreover, smart cities will certainly comprise of smart buildings requiring minimum 

human intervention, but maximum self-optimization capabilities in terms of space usage, 

energy consumption, waste management and overall ecological improvement. The 

exponential growth in IoT devices and IoT platforms, long-range transmission protocols, 

wireless networks, increase in the number of precision sensors and high-tech equipment, 

has improved the possibility of synchronized services, thereby making the concept of 

smart cities an undeniable reality. Our research, would be primarily centered on 

establishing the crucial linkages between the devices efficiency and the speed of obtaining 

or accessing data to achieve the desired goal which measure the speed of data 

transmission over different weather condition such as temperature, humidity, LPG, CO, 

smoke and light motion. 

 

However, instead of building high-tech environment friendly cities from scratch, 

undoubtedly, modern technology has the potential to open doors for remodeling the 

existing cities and empower humanity to make data specific decisions accurately and 

briskly. Replacing all the traditional modes of energy production by setting up 

powerhouses based on solar energy, wind energy, hydro or wave energy, and hybrid 

energy can not only solve the environmental issue of climate change but also increase the 

efficiency and productivity. City-design policies can be made energy-efficient by tracking 

the data of energy supplies and consumption, leading to further efficient solutions. This 

will encourage transforming traditional cities into smart cities securely and economically. 
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Fig. 1 The efficiency of sensors and their speed to collect the required information lead to 

two proposed solutions beside the common solutions. 

 

The remainder of this paper is organized as follows. Section II present the methodology 

implemented to achieve the desired goal and the dataset used in this study. Section III 

introduces background of the domain including data science, energy consumption, smart 

cities and IoT. Section IV describes the proposed solution and concerns on applying 

machine learning algorithms.  Section V introduces the data analysis techniques and 

algorithms used during this study.  Section VI describes the results after running the 

machine learning algorithms.  Section VII concludes the research and shows the feature 

works to be done. 

 

Methodology 

 

This section shows the research method to be utilized in this paper and the source of the 

dataset to be used in the rest of the article. It also highlights the machine learning 

algorithms used to predict the speed of transmission of date. 

 

In this research, The data were extracted from Environmental Sensor Telemetry Data that 

was made by Gary A. Stafford, who is an employee at Amazon Web Services (AWS) 

were used in this study. Sensor data includes the following features: temperature, 
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humidity, carbon monoxide (CO), liquid petroleum gas (LPG), smoke, light, motion, 

timestamp, and the unique device ID. 

 

The dataset explored how AWS IoT a analytics could be used to analyze environmental 

sensor data from a variety of IoT devices in near real-time. Each sensor array was 

connected to a Raspberry Pi single-board computer (SBC), a popular low-cost Linux 

computer the size of a credit card. 

 

The IoT devices were effectively placed in locations with different temperature, humidity, 

and other environmental factors. 

 

The sensor readings were published as a single message, using the ISO standard Message 

Queuing Telemetry Transport (MQTT) network protocol (Gary A. Stafford, 2020).There 

were three device IDs that express three places with different environmental conditions as 

follows: 

 

• Device 1 measures the stable conditions, cooler and more humid. 

• Device 2 measures the highly variable temperature and humidity. 

• Device 3 measures the stable conditions, warmer and dryer. 

 

To evaluate our proposed concept, different prediction methods can be applied to the 

dataset, among those methods is the decision tree. A decision tree is a tree structure that 

looks like a flowchart, with an internal node representing a function or attribute, a branch 

representing a decision rule, and each leaf node representing the outcome. The root node 

is the topmost node in a decision tree. It learns to partition based on the value of an 

attribute. It recursively partitions the tree, which is known as recursive partitioning. This 

flowchart-like structure helps you in decision making (Z. Yu, 2010). 

 

Background 

 

A. Data Science 

 

Data Science comprises a set of techniques and tools which pursue different goals and 

some of the most popular techniques are classification, clustering, regression, and 

association rule mining. These techniques have proven efficient in addressing many 

problems in the Energy Management industries. Monitoring and optimizing energy 

consumption is considered as one of the main features of smart cities, therefore a lot of 

researches and work are applied with the help of data science and machine learning 

algorithms (Z. Ullah, 2020). 
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Effective ways for boosting energy conservation and enhancing energy efficiency can be 

provided through the use of energy big data to analyze the behavior of energy 

consumption. Consequently, this analysis of big data can be useful to generate 

understandable sights and new observations that help to make decisions that reduce 

energy consumption and improve energy efficiency (K. Zhou, 2016). 

 

B. Energy Consumption  

 

The need of reducing energy consumption is increasing as the world energy reserves 

depletion and environmental pollution are a real global concern. And substantial efforts 

are being put into the field of energy consumption prediction. According to (K. Amasyali, 

2018), the process of developing building energy consumption predictors has two 

approaches to follow. First, the physical modeling approach depends on engineering 

methods where physical principles are used to calculate some environmental parameters. 

And Second, the data-driven approach where the models of building energy consumption 

prediction are developed using machine learning algorithms based on inserted data. 

 

The global concern about energy sustainability increases the need for smart cities which 

have substantial requirements and challenges. Where no energy sustainability can be 

reached without reducing energy consumption, much work has been done to use data 

science and different technologies to bring intelligent energy management platforms for 

many real-life subsystems. For instance, the proposed solution in (M. V. Moreno, 2014) 

presents the analyzed role of buildings in increasing energy consumption and the impact 

of buildings on energy performance at the city level. The proposal also shows the 

importance of energy monitoring and providing users with energy consumption 

information from different subsystems to achieve energy efficiency in buildings. 

 

Intelligent energy management systems can be fed with data that comes from physical 

places to be analyzed to provide appropriate information that supports users to achieve 

energy efficiency (M. Castro, 2013). 

 

C. Internet of Things (IOT) 

 

“IoT systems are expected to become much more prevalent in the coming years.”         

(W. Yaïci, 2020). 

 

The IoT is a network of linked sensors, it contains multiple devices that can communicate 

with each other over the internet to exchange and transmit information by using unique 

identification (A.K. Gupta, 2019). Also, it used to automate and simplify various aspects 
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of daily human life, as well as to assist in making informed algorithmic decisions to 

ensure that various tasks are completed in the most efficient way as possible (W. Yaïci, 

2020). According to optimistic forecasts, the IoT world will exceed 26 billion connected 

devices starting from 2020 (S.K. Gupta, 2020). 

 

IoT is not restricted to a single industry, it has developed applications that enable users to 

convert non-smart devices into smart devices and access them through the Internet. 

Moreover, Small-scale applications have made a major contribution to large-scale 

applications such as waste management, agriculture, traffic management and e- commerce 

(L. Pawar, 2019) (S. K. Vishwakarma, 2019). It transforms the house into a smart house 

and gives you a more secure way to manage home appliances (L. Pawar, 2019). 

 

The structure of the IoT is vary and their sizes starting from small number of sensors to 

reach a million devices. However, each device contains three components which are 

hardware, software and application layers (W. Yaïci, 2020). 

 

There are enormous number of challenges in implementing the applications including: 

connection issue due to a massive number of devices, security concerns and heterogeneity 

in data due to the many amount of protocols (S.K. Vishwakarma, 2019). Despite doubts 

about data security for both network and end-user, manufacturers have ignored security 

measures due to the rapid growth of IoT devices and the goal of energy efficiency (S.K. 

Gupta, 2020). Nowadays, security in IoT has to be upgraded to secure the huge quantity 

of projects from any damage. The rapid data that generated from IoT have to be used in 

efficient manner (B. W. Wirtz, 2020). 

 

D. Smart Cities 

 

According to a considerable research and studies about current urbanization and the 

human daily lifestyle in the current era, individuals are lean to consume and generate 

more emission by practicing behaviours that are not environmentally friendly (E. Okai, 

2018). 

 

Rearrange a traditional cities approach to an innovative concept is urgently needed on this 

stage due to the remarkable development in technology. Therefore, going to smart cities is 

one of the critical solutions (B. Zhao, 2020). 

 

Smart cities can be described as places where various industries are integrated and 

transformed with an emphasis on economic and sustainable growth. Moreover, it is a 

movement to make cities more resilient, safe, and workable by using smart technology 



Webology, Volume 19, Number 1, January, 2022 

3488                                                  http://www.webology.org 

like Artificial Intelligence (AI) among others to transform urbanity through structural 

reform, with a concentrate on transportation, government, citizens, economy, climate, and 

living ecosystems (M. Mundada, 2020). 

 

Some of the world's smartest cities are Seattle, Helsinki, Barcelona, Songdo, Milton 

Keynes (E. Okai, 2018). 

 

The overarching to adopt the idea of smart cities is to enhance the quality of life 

throughout effective use of smart technology (C. Turhan, 2019). 

 

Smart cities offer solutions to the current and potential problems that rising. By 2050, the 

United Nations (UN) predicts that there will be about 6 million people living in cities. 

This puts a huge strain on cities to fulfill their residents' current needs (E. Okai, 2018). 

 

According to Cisco, national network traffic will hit 77 exabytes per month in the 

upcoming year2022, which mean seven times that of 2017, posing a difficult test for 

network power systems (B. Zhao, 2020). 

 

Proposed Solution 

 

Many aspects support the idea of smart city by following the standard that provided by 

ISO 50001, power industry must incorporate a smart energy management system, and the 

innovative management system should be digitized (O. Laayati, 2020). In devising the 

smart city infrastructure, it is extremely important to connect the smart devices together 

and that need a clear framework depends in each region’s situations (B. W. Wirtz, 2020). 

Also, it is important to enhance energy consumption by managing it with an appropriate 

technique (E. Okai, 2018) such as IoT. Offloading activities to servers not connected to 

the devices, by implementing emergence of computation offloading (B. Zhao, 2020). 

 

Implementing these recommendations may contribute to reduce greenhouse gas emissions 

from 10 to 15 per-cent based on one of McKinsey report. Although, pollution tracking 

system in Beijing, in less than a year, airborne contaminants were decreased by 

approximately 20% (C. Turhan, 2019). However, enlarged green space in the urban area 

has been shown positive health effects, including a drop in psychological stress and stress 

related to illnesses (J. J. Roe, 2013), as well as cognitive and social growth among 

children (E. Amoly, 2014). 

 

Some of obstacles that smart cities might face include lack of funding and professionals 

with specific skill sets who are needed to do the tasks now and in the future, which is  
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challenge (E. Okai, 2018). Correspondingly, The protection and privacy aspects of smart 

services must be discussed by taking into account the laws and regulations of the city in 

which they are deployed (B. W. Wirtz, 2020). Another concerns that smart cities face are: 

Energy usage and resource management. These problems would have a huge effect on the 

quality of services delivered by smart cities (B. Zhao, 2020). 

 

Machine learning is a component of artificial intelligence. A system in a changing 

environment should be able to learn in order to be clever. Machine learning is the process 

of programming computers to maximize a performance criterion based on previous 

experience or examples of data. We have a model specified up to a several parameters, 

and learning is the process of running a computer program to enhance the model's 

parameters using training data or previous experience. The model may be predictive or 

descriptive, or both (E. Alpaydin, 2020). Linear Regression (LR), Support Vector 

Regression (SVR), Decision Tree (DT) and Random Forest Regression (RFR) are 

examples of machine learning algorithms (I. El Guabassi, 2021). 

 

There are effective algorithms used in this paper which are decision tree and Random 

forests. A decision tree is a supervised learning hierarchy model in which the local area is 

identified through a series of recursive splits in fewer steps. A decision tree is generated 

from internal decision nodes and final papers. 

 

Most often, decision trees are used for classification rather than regression. They are 

extremely popular: They are quick to learn and respond, as well as accurate in a variety of 

areas. 

 

The hierarchical placement of decisions allows for quick localization of the input area. In 

the best cases, each decision eliminates half of the case if the decision is binary. The 

interpretability is another advantage of the decision tree (E. Alpaydin, 2020). 

 

Random Forest algorithm, which is derived from decision tree classifier, is an assembled 

method that grows trees to full size and without pruning using the CART (classification 

and regression trees) technique. Random forests make decisions by counting component 

predictors' votes on each class and then selecting the winner class based on the number of 

votes it receives (B. Yang, 2008). Also, it produces a high level of accuracy by combining 

several trees in the training data (K. Nugroho, 2019). 

 

Data Analysis 
 

The following approach is used to construct a reliable classification model. The technique 

is divided into five steps: Collecting relevant features of the topic of the research, 
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preparing data, building the model, evaluating the model using one of the assessment 

tools, and finally using the model for future prediction (R. Rajalakshmi, 2018). 

 

The process of creating a tree starts with a very simple question of the form, x ≤ d? that 

divides the root node into binary nodes. The variables in the data set are represented by x, 

and d is a real number. Thus, CART (classification and regression trees) implements a 

computer-intensive algorithm that searches for the best possible split. Binary recursive 

partitioning is the method that CART employs for tree construction. The following is the 

tree-building process: 

 

Step 1: CART splits the first variable at all of its potential split points, that is, at all of the 

values the variable takes in the sample. The sample splits into binary or two child nodes at 

each possible split point of a variable. Cases that answer "yes" to the question are sent to 

the left node, while those that answer "no" are sent to the right node. 

Step 2: CART then evaluates the reduction in impurity achieved by applying its goodness-

of-split criteria to each split point, using the formula: 

 

∆i(s, t) = i(t) -pL [i(tL)- pR [I (tR)] 

 

where s denotes a specific split, pL denotes the proportion of observations at node t that 

go to the left child node tL, and pR denotes the proportion of observations at node t that 

go to the right child node tR. The impurities of the left and right nodes, respectively, are 

i(tL) and i(pR). 

 

Step 3: CART chooses the best split of the variable as the one with the greatest reduction 

in impurity. At the root node, the three steps above are repeated for each of the remaining 

variables. 

Step 4: CART then ranks all the best splits on each variable by the amount of impurity 

reduction achieved by each split and chooses the variable and its split point that reduces 

the root or parent node's impurity the most. 

Step 5: CART then assigns these nodes to classes based on a law that lowers the cost of 

misclassification. CART has a built-in algorithm that considers user-defined variable 

misclassification costs during the splitting process. The default cost of misclassification is 

unit or equivalent. The CART procedure is recursive, so steps 1 through 5 are repeated for 

each non-terminal child node at each point. 

 

When there is only one observation in each of the child nodes, CART avoids splitting.  
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Following these steps, a CART algorithm-based decision tree will be created (B. Yang, 

2008). 

 

Algorithm 1: Decision Tree Induction 

Input: A data set (D) with attribute values 

Output: A decision tree 

 

1: Create a root node of the tree 

2: if all instances belong to the same class, then  

        Return the node with that class 

3: for each attribute x in D do 

4: compute x ≤ d question for attribute x 

5: Split into internal node, for answer “yes” 

send to the left node ,for answer “no” send to 

the right node 

6: select the best split for an attribute's value to 

provide the minimum value 

7: end for  

8: return Tree 
 

In the following, we will import libraries and loading data, perform some data analysis, 

divide the data into training and testing sets, and finally build the algorithms. 

Environmental Sensor Telemetry Data is the name of the data that we used from Kaggle. 

 

A. Importing Libraries 

 

The script below imports the required libraries: 

 

 

 
 

B. Loading Data 

 

we Loaded the required dataset using pandas' read CSV function. Also, the timestamp 

feature was dropped. 
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The output will look like this: 

 

 
 

C. Converting Categorical Data to Numerical Data 

 

The pandas and scikit-learn python tools have a number of methods for transforming 

categorical data into numeric values. we used the map() function for (‘light’, ‘motion’). 

We also transformed device names to numbers to simplify the process. 

 

 

 
 

D. Dividing the Dataset 

 

We determined the Device ID feature, which represents the environmental conditions, as 

the target. Then, we used the train_test_split() to split the data as 70% for training, about 

283628 data points, and 30% for testing. 
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E. Building Decision Tree Model and the Random Forest Model 

 

The final step is to train the decision tree algorithm and the random forest model on our 

data and make predictions after they have been separated into training and testing sets. 

 

 
Fig. 2 Random data extraction. After importing the used dataset, it gets split into 70% for 

training and 30% for testing. The decision tree and random forest algorithms are applied 

and then the accuracy is evaluated for each classifier algorithm 

 

Results 

 

In this section, we represent the experimental results of the proposed system in terms of 

sensor readings, the visualization and evaluate the algorithm's performance on our dataset. 

 

The used dataset contains 405,184 data points of sensor readings, unique device ID, and 

timestamp collected from three devices during 192 consecutive hours.  The number of 

recorded data points from the first device, second device, and the third device is 111815, 

105918, and 187451 respectively. 

 

To visualize the sensor readings used in the designed system, the following figures 

illustrate the relation between some of the measured data against time. 
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Fig. (a) Display the temperature feature against time 

 

 
Fig. (b) Display the humidity feature against time 

 

 
Fig. (c) Display the LPG feature against time 

 

 
Fig. (d) Display the CO feature against time 
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Fig. (e) Display the smoke feature against time 

 

 
Fig. (f) Display the light feature against time 

 

 
Fig. (g) Display the motion feature against time 

Fig. 3 The 7 features of the sensors' readings against time (a) temperature over time (b) 

humidity over time (c) LPG over time (d) CO over time (e) smoke over time (f) light over 

time (g) motion over time 

 

The result of the classification shows that the accuracy of the decision tree classifier 

exceeds 99.9975% and it gets a tiny improvement when the random forest model is used 

where the model gives an accuracy of 99.9983%. 
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Conclusion & Future Work 

 

Building smart cities represents a technology-based solution that considered as an 

impactful solution from many suggested ones that have different requirements. And the 

need for effective energy management that reduces the cost of building smart cities is 

increasing every day as the world struggles with environmental problems such as climate 

changing and rapid waste of resources. 

 

The energy consumption rate which gets increased rapidly can be monitored and reduced 

by the effective use of data science as this paper shows. This paper presents a way of 

building a predictive model for environmental conditions based on environmental sensor 

telemetry Data. The result of our research proves how collected environmental sensor data 

can be analyzed through a machine learning approach to be used in energy management 

for efficiency optimization. The results emphasize the significant role of Data Sciences in 

achieving effective energy management. 

 

Different algorithms can be used built to build classification models that help to optimize 

the efficiency of energy management. In this paper, the Decision Tree and Forest Random 

Models where they get excellent results for predicting environmental conditions. While 

IoT technology has contributed in providing the ability to build real-time technical 

solutions, the on-board environmental sensors make it possible to the environmental data 

to be collected accurately in real-time. 

 

The use of data science and information technology in energy management industry 

represents an effective solution to reduce the energy consumptions and guarantee better 

outcomes in human life with the absence of effective environmental protection. 

 

As a future work this research suggest to implement different algorithms and use other 

datasets. In addition, compare the current outcomes with other result within the domain to 

achieve accuracy. 
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