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Abstract: -
For students, professors, and academic administrators, predicting student success is a critical issue. Teachers may find it useful to use the findings of a prediction model to determine the level of their present pupils and take proactive initiatives in their teaching tactics. It might also be useful in implementing appropriate academic initiatives at the programme level, as well as analysing student weaknesses.
The rapid advancement of technology in recent years has made it possible to collect massive amounts of data, such as student data, alumni data, course data, and much more, all of which are stored in databases. We need to be able to extract important information from databases.
Data mining, often known as "Knowledge Discovery in Databases," is a technique for extracting information from databases. Many tools and algorithms, such as decision trees, KNN, Random forest Naive Bayes, support vector machine, and others, may be used in data mining in an academic setting to enhance creating techniques for discovering academic databases, which is referred to as 'Educational Data Mining. So we use Hybridisation technique in which the genetic algorithm is used with SVM algorithm which gives highest accuracy than other algorithms.
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INTRODUCTION: -
Graduation is an important element of any student's education, and one of the key goals for students seeking education, including diploma students, is to graduate. Each student who has committed to complete all graduation requirements can graduate. Students must meet a variety of standards, which vary depending on the degree of education and further education. Graduation is beneficial not just to students, but also to lecturers, guardians, and institutions in general. It is critical for pupils to be carefully evaluated and authorised as soon as possible by all parties involved. Implementing and enforcing standards relating to student graduation is the most fundamental thing that can be done. All parties involved will benefit from policies relating to student graduation. With the existence of the
application, it is envisaged that the optimal implementation and prediction of students would result in a beneficial outcome for all parties involved in student graduation.

Then, by collecting and arranging diverse data, we need a strategy for forecasting or categorising student data, and the process of assessing and making judgments becomes critical. The issue was that many students were unable to graduate on time owing to a variety of issues that posed a challenge for a postsecondary school. In a higher school, students who graduate on time are extremely beneficial in terms of accreditation and quality assurance. [1]

Decision Tree (DT), Naive Bayes (NB), Neural Network (NN), and Support Vector Machine are some of the data analysis approaches that have been used by researchers (SVM). SVM, DT, and NN are the approaches that have been used to check the data of postgraduate students, and SVM has produced the best results. [2] The optimum subset of the original subset is chosen via feature selection. Excessive, unnecessary, or uninteresting data is removed via feature selection. [3] It is a strategy for overcoming the challenge of small sample classification) and finding a reasonable answer, using statistical learning theory and data sets to examine all sorts of objects. However, selecting the optimal SVM parameters is quite challenging. SVM is still restricted since it requires pre-setting of parameters and can result in under fitting and overfitting. To solve the problem of choosing SVM parameters, an algorithm is required. [4] The search for genetic algorithms is iterative, with each iteration assessing, choosing, and reconnecting strings in the population until they reach one of many termination criteria. The goal of GA is to enhance the quality and accuracy of models. Students should be able to graduate on time using the GA-SVM approach. [5]

LITERATURE REVIEW:

Hybrid Prediction Models-Prediction models have improved in effectiveness and efficiency as a result of the hybridization of diverse methods. Here we combine SVM with genetic algorithm for improvement of performance accuracy. [6] A thorough assessment of supervised machine learning algorithms was undertaken and used to predict students' test performance. They looked at a variety of indicators, including factors, to predict students' projected final grades as well as those who were at danger. Luthfia et al. [8] used Wrapper and Information Gain as feature selection strategies with a single classification algorithm: NB (Naive Bayes), DT (Decision Tree), and NN (Naive Neural Network) (Neural Network).

They improve the accuracy of the models they created by using feature selection approaches. The combination of information gain and ANN yielded a score of 79.375 for accuracy. In their studies, Calderon et al. [8] used the ANN method with the Genetic Algorithm (GA) feature selection for 1271 data sets with 39 characteristics, the data set being the property of a university in southern Peru. The Genetic Algorithm adjustment settings are as follows: population size is 25, crossover level is 0.6, and mutation level is 0.3. Three layers (1 input layer, 1 hidden layer, and 1 output layer) are applied to the ANN algorithm parameters. The experimental findings led to the selection of 14 characteristics for use in prediction. When compared to predictions made with merely an ANN classifier, the accuracy value rose by 8%. The bulk of feature selection algorithms, on the other hand, aim for feature selection solutions that fall somewhere between sub-optimal and almost-optimal; rather than searching worldwide, these searches are carried out locally during the search process.
As a result, using this approach, getting an almost ideal answer to the optimal solution is challenging. [9] The goal of this study is to use GA to increase prediction accuracy in the context of students' academic achievement, as well as to solve difficulties with existing feature selection. Because GA can find answers everywhere in the search space because to its global search capabilities, feature selection using a genetic algorithm can give good results in a fair amount of time.[10]

B. Genetic Algorithm: - Among the various evolutionary algorithms based on biological concepts, the Genetic Algorithm (GA) is one of the most widely used approaches for data reduction and feature selection. For those situations, GA is one of the competent data reduction, feature selection, and global optimization algorithms. It operates by establishing optimum operators on its selection, crossover, and mutation processes to govern some people. [11]

METHODOLOGY: -
Dataset:-In this study we used undergraduate student’s dataset of 600 students in which 20 attributes are taken and 70% of the data were used as the training set, and the remaining 30% was used for testing purpose.

Previous research that used GPA criteria were reviewed, and the outcomes from student graduation were inconsequential. The most accurate research on student graduation has been done utilising decision trees (DT), KNN, and nave Bayes (NB) approaches. Other studies have also been done using these three methods and adding linear regression to the data.

NB. Obtain the highest level of precision

It will be examined utilising hybrid optimization employing a support vector engine based on evolutionary algorithms, based on studies connected to student graduation.

A genetic algorithm model is combined with a support vector machine in the hybrid optimization activity. Existing parameters have a significant impact on the SVM classification's accuracy. In bigger training sets, GA is utilised to identify better parameter combinations in SVM train classifiers.

RESULTS AND DISCUSSION: -
Accuracy, precision, recall, and F-score were among the assessment measures used to assess each prediction model's performance.

True-Positive (TP), False-Positive (FP), True-Negative (TN), and False-Positive (FP) prediction models were developed (FP).

We found that Hybrid approach gives highest accuracy by using SVM with GA.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>90%</td>
<td>90%</td>
<td>92%</td>
<td>91%</td>
</tr>
<tr>
<td>SVM+GA</td>
<td>96%</td>
<td>96%</td>
<td>96%</td>
<td>96%</td>
</tr>
</tbody>
</table>
CONCLUSION: -
Not just for graduate students, but for all parties involved in education, it is critical to do further study in order to anticipate when students will graduate.
To predict student graduation, we use SVM-GA hybrid optimization.
GA is utilised in the GA-SVM technique to determine parameters that are appropriate for the SVM method's classification.
The GA-SVM classification has a greater accuracy than the SVM classification, according to the findings of the experiments.
As a result, students can graduate on time and as much as feasible
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