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Abstract 

One of the most difficult challenges today facing medical practitioners is determining 

whether or not a person may acquire heart disease. Heart disease is the greatest cause of 

death in the contemporary period, killing about one person every minute on average. One 

of the most important uses of data science is the analysis of massive amounts of data 

generated in the area of healthcare. Since anticipating cardiac sickness is difficult, there is 

an urgent need to automate the procedure. This will assist to limit the hazards of the 

treatment and provide patients with early warnings. By using the Principal Component 

Analysis (PCA) dimensionality reduction approach to datasets of cardiovascular disorders, 

this research analyses the overall performance of a variety of different machine learning 

models. Furthermore, the authors use the K Nearest Neighbor Model and the Random 

Forest Model to the datasets and compare the model's performance with and without PCA. 

This is done in order to identify which approach yields the greatest outcomes. In compared 

to the KNN approach, the Random Forest (RF) algorithm in combination with the Principal 

Component Analysis (PCA) achieved a score of 91.0 percent in the categorization of heart 

disease.  
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Introduction 

To a significant extent, this article focuses on several data mining techniques that are used 

to diagnose heart illness (Kim et al., 2018). The research goes into further information 

about each of these strategies. A main organ in the human body, the heart performs a variety 

of essential activities. In a nutshell, it is in charge of maintaining a healthy circulation 

throughout our whole body. The heart's irregularities may induce discomfort in other places 

of the body (Lopaschuk et al., 2021). As a result, the heart serves as the brain's command 

center. If a person's heart is unable to pump blood throughout their body as it should, they 

are considered to have heart disease.  

In today's culture, heart disease is a leading cause of mortality for the majority of those 

who have a deadly heart condition. Coronary heart disease and hypertension may both be 

exacerbated and even accelerated by a sedentary lifestyle that includes smoking, drinking 

alcohol, and eating a diet rich in fats (Chen, Gong, Wang & Guo, 2020). Every year, more 

than 10 million people die as a direct result of cardiovascular disease (Frieden, & Jaffe, 

2018). 

Only a healthy lifestyle and early detection of anomalies may lower one's chance of 

acquiring a heart-related ailment. Contemporary healthcare's biggest difficulty is in 

delivering high-quality services and correct diagnoses in an efficient manner. Despite the 

fact that heart illnesses have been recognized as the top cause of death worldwide in recent 

years, they are also the ones that are most easily treated and managed (Chen, Gong, Wang 

& Guo, 2020). In addition, obtaining a correct diagnosis of disease at the appropriate point 

in time is the single most important factor affecting the efficacy of disease treatment. 

Healthcare specialists have compiled vast volumes of data that may be examined and mined 

for valuable insights.   

It is possible to find useful and previously unknown information by using data mining 

methods when applied to the enormous amounts of data that are now accessible (Amin, 

Chiam & Varathan, 2019). The vast bulk of the medical database's content is made up of 

discrete bits of data. It is because of this that the process of drawing inferences from 

discrete data is a difficult one. For large datasets that may be handled by a machine learning 

area called data mining, the proper organization is critical. Some of the medical 

applications that may benefit from machine learning include disease detection, sickness 

diagnosis, and disease forecasting. 

Medical practitioners in the early stages of heart disease might benefit from the 

development of a diagnostic tool. Consequently, providing the right therapy to patients will 

be easier while avoiding the negative consequences of doing so. Machine learning makes 

it much simpler to uncover previously concealed discrete patterns and, as a result, 
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undertake an analysis of the data that is supplied (Babu et al., 2017). Heart disease may be 

accurately predicted and diagnosed using machine learning approaches when data analysis 

is completed. In this concern, the current research has employed two machine learning 

techniques, such as Random Forest and KNN, with and without PCA. These two machine 

learning algorithms were analyzed first with PCA and then, without PCA in this work in 

order to predict cardiac disease in its earliest stages. 

Related Work 

Using the machine learning dataset by UCL has focused on the use of machine learning in 

the prediction of heart illness. A multitude of data mining approaches, which may be 

further divided into the following categories, have allowed researchers to achieve varying 

degrees of accuracy. To classify cardiac disease, Golande & Pavan Kumar (2019)’s 

research shed light on many potential machine-learning (ML) algorithms that may be used. 

Decision Tree and K-Means algorithms, which may be used to classify data for 

classification purposes, were studied in-depth, and their accuracy was assessed. According 

to this study, the Decision Tree is the most accurate method. It is also feasible to increase 

its effectiveness by merging various study methodologies. 

In addition, a paper by Ramalingam, Dandapath & Raja (2018) has demonstrated the usage 

of K-Nearest Neighbor, Decision Trees (DT), Support Vector Machines (SVM), 

NaïveBayes and Random Forest (RF), with PCA for feature extraction. In this study, it was 

found that Random Forest and Naïve Bayes classifier performed well with PCA and 

provided effective results. 

Using the MapReduce algorithm and data mining methods, the research by Nagamani, 

Logeswari & Gomathy (2019) has proposed a system implementation. The study claimed 

that the 45 test cases used by them, achieved a higher level of accuracy than a normal fuzzy 

artificial neural network. This conclusion was based on the comparison of the two sets of 

results. The combination of dynamic schema and linear scaling increased the accuracy of 

the technique utilized in this situation.  

For the purpose of comparing and contrasting the efficacy of various techniques to machine 

learning, Alotaibi (2019) developed a model. The study found that the Rapid Miner tool 

outperformed the Matlab and Weka tools when it came to mining results. Decision Tree, 

Logistic Regression, Random Forest, Naive Bayes and SVM were some of the 

classification methods examined and compared in this study. Alotaibi (2019) concluded 

that decision tree was the most accurate.  

Repaka, Ravikanti & Franklin (2019) conceived the notion of employing Naive Bayesian 

(NB) techniques to classify datasets and the Advanced Encryption Standard (AES) 
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algorithm to protect the transfer of data, which he subsequently put into practice. In 

addition, the primary objective of the study by T Thomas & Princy (2016) was to use a 

range of classification algorithms to predict cardiovascular disease. The data were 

classified using Naive Bayes, KNN, Decision trees, and neural networks, and the accuracy 

of the classifiers was tested using a range of criteria. 

Using a Naive Bayes classifier and a support vector machine, Gavhane et al (2018) were 

able to effectively predict cardiovascular disease. Using Mean Absolute Error (MAE), Sum 

Squared Error (SSE), and Root Mean Squared Error (RMSE) analysis, it was shown that 

the SVM technique was more accurate than the Naive Bayes technique. A heart disease 

prediction system based on the inputs of Table 1 was the primary inspiration for the system 

that was suggested after reading the aforementioned papers. The study compared the 

Accuracy, Precision, Recall, and F-measure scores of the algorithms Decision Tree, 

Random Forest, Logistic Regression, and Naive Bayes to see which algorithm was most 

suited for use in the prediction of heart disease. 

Proposed Model 

The suggested study evaluated the performance of the aforementioned two classification 

algorithms (Random Forest and KNN with and without PCA Algorithm) to produce a heart 

disease prognosis. This study aimed to assess with sufficient precision whether or not the 

patient in issue has a heart problem. A qualified medical practitioner use the patient's health 

report to enter data into the system. This information is included into a model that is used 

to estimate the risk of heart disease for individuals. Figure 1 illustrated the whole method 

for convenience: 
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Figure 1: Generic Model Predicting Heart Disease 

Data Collection and Pre-processing 

The UCI dataset was the only one used in the study, despite the Heart Disease Dataset also 

being utilized. Despite the fact that this database comprises 76 different attributes, this 

research has used just 14 of them. These attributes were used in the study of Ramalingam, 

Dandapath & Raja (2018) and we adopted those attributes to use in our study. The 

following table (Table 1) provides a detailed description of each of the fourteen attributes 

adopted from Ramalingam, Dandapath & Raja (2018) that will be used in the proposed 

research. 
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Table 1: Features Selected From Dataset (Source: Ramalingam, Dandapath & Raja, 

2018) 
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Classification 

Methods of machine learning, such as the Random Forest Algorithm and the KNN 

Algorithm, employ the Table 1 attributes as input. The input dataset is then separated into 

a training dataset and a test dataset. In order to characterize the process of "teaching" an 

algorithm, this dataset is referred to as the "training dataset." Testing data are used to 

evaluate the performance of the trained model. Algorithms are assessed using many 

metrics, including as accuracy, precision, recall, and F-measure scores, which will be 

discussed in further depth in the following sections. In the course of doing this research, a 

variety of computational techniques were exhaustively explored. 

• Random Forest Random  

In addition to its usage in regression, Random Forest Algorithm may also be used to 

classification. It is feasible to derive conclusions about the future from the data using a tree 

structure (Yadav & Pal, 2020). When applied to a large dataset, the Random Forest method 

yields the same results regardless of the amount of missing record values (Javeed et al., 

2019). It is possible to save the samples generated by the decision tree so that they may be 

applied to more data sets in the future. This increases the adaptability of the samples. 

Random forest consists of two stages: first, you produce a random forest classifier, and 

then you use it to make a prediction. 

• KNN Algorithm 

K-Nearest Neighbor is one of the most basic applications of machine learning that use the 

Supervised Learning paradigm. Using this method, a new case or piece of data is assigned 

to the category that most closely resembles the existing categories (Yadav & Pal, 2020). 

Existing instances are placed in the category that is most equivalent to the new category 

using the new category. As long as the K-NN algorithm has access to the data, it is able to 

classify new information based on the degree to which it resembles the data that has been 

maintained. In other words, if new data is acquired, it may be rapidly allocated to a more 

relevant group. This may be performed using a more expedient strategy.  

This non-parametric technique makes no assumptions about the data, which is an additional 

advantage. This is the result of its non-parametric nature. During the learning process, the 

KNN algorithm does nothing other than store the collected data in its internal memory 

(Anggoro & Kurnia, 2020). When a new piece of information is received by the system, it 

will be put in a category with other information that is comparable. 

• Principal Component Analysis 

Principal Component Analysis (PCA) is a kind of unsupervised learning technique used in 

the field of machine learning to reduce the number of dimensions included in a dataset. 
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This statistical method use orthogonal transformation to turn observations with correlated 

attributes into a set of linearly uncorrelated data (Karamizadeh et al., 2020). To achieve 

this objective, the connected attributes are translated into orthogonal coordinates. Principal 

Components is the name given to these freshly rebuilt characteristics and attributes. It is 

one of the most often used tools for exploratory data analysis and predictive modelling. It 

is a method that seeks to decrease the amount of variation in a dataset in order to extract 

the greatest number of consistent patterns from the data. 

In most circumstances, principal component analysis will seek a lower-dimensional surface 

on which to project higher-dimensional data. For PCA, to be successful, the variance of 

each characteristic must be taken into account. This is done because a high attribute 

demonstrates a clear separation between classes, and as a result, the dimensionality is 

reduced to its minimum feasible value (Kherif & Latypova, 2020). Real-world applications 

of PCA include image processing, movie recommendation systems, and power distribution 

optimization across many communication channels. Due to the fact that it is a strategy for 

extracting characteristics, it prioritizes the most relevant aspects while disregarding the less 

significant ones. 

• KNN and Random Forest with PCA  

The historical data set that is used as an input in a model that combines PCA and KNN is 

first generated with the help of a sliding window, then it is subjected to PCA in order to 

obtain principal components that are abundant in information, and finally, it is fed into 

KNN in order to generate predictions (Yadav & Pal, 2020). In this way, the model is able 

to generate accurate predictions. In order to build the model, each and every one of these 

phases needs to be completed. PCA, on the other hand, is able to accomplish dimensionality 

reduction, which may lead to a reduction in the number of features that the Random Forest 

model is needed to analyze (Yadav & Pal, 2020). This may be the case if the number of 

features is decreased. Due to this fact, principal component analysis could be able to assist 

in accelerating the process of training your Random Forest model. It is important to be 

aware that one of the most significant drawbacks of using Random Forests is the high 

processing cost that is linked with them (it can take a long time to run the model). 

Results and Findings 

Analysis of Machine Learning Algorithms with and without PCA 

These results are obtained by running KNN and Random Forest algorithm with and without 

PCA. The metrics used to carry out the performance analysis is the precision, recall, 

accuracy score and F-measure. In the table presented below, the Precision score (eq 1) 

demonstrates the measure of the positive analysis, whereas the Recall score (eq 2) 
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demonstrates the actual positives, lastly the F-measure (eq 3) is used to test the accuracy 

of the dataset.  

Precision = (TP) / (TP +FP)………………………………………………………… (eq 1) 

Recall = (TP) / (TP+FN) …………………………………………………………… (eq 2) 

F– Measure = (2 * Precision * Recall) / (Precision +Recall) ………………………. (eq 3) 

• TP True positive: the patient has the disease and the test is positive. 

• FP False positive: the patient does not have the disease but the test is positive 

• TN True negative: the patient does not have the disease and the test is negative. 

• FN False negative: the patient has the disease but the test is negative 

In the analysis, the pre-processed dataset is utilized to carry out the tests, and the techniques 

that were mentioned above are examined and employed in the process of carrying out the 

experiment. It is necessary to make use of the confusion matrix in order to get the 

performance metrics that have been discussed up to this point in the research. The accuracy 

score that was achieved for each of the 2 distinct classification techniques, Random Forest, 

and KNN, is shown in the table 2 (without PCA) and 3 (with PCA) that follows: 

Algorithm 

 

Precision 

 

Recall 

 

F-measure 

 

Accuracy 

 

Random Forest 

 

0.8545 0.9216 0.8868 88.00% 

KNN 0.7895 0.8654 0.8257 81.00% 

Table 2: Analysis of Machine Learning Algorithms without PCA 
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Figure 2: Graph of Analysis of Machine Learning Algorithms without PCA 

Algorithm 

 

Precision 

 

Recall 

 

F-measure 

 

Accuracy 

 

Random Forest 

 

0.9107 0.9273 0.9189 91.00% 

KNN 0.8448 0.9245 0.8829 87.00% 

Table 3: Analysis of Machine Learning Algorithms with PCA 
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Figure 3: Graph of Analysis of Machine Learning Algorithms with PCA 

Conclusion 

It is crucial to build a system that can reliably and efficiently forecast the occurrence of 

cardiac problems due to the increasing number of deaths caused by these conditions. The 

objective of the study was to determine the best algorithm for diagnosing cardiac problems 

using machine learning. The accuracy of four machine learning algorithms, Random 

Forest, and KNN in predicting cardiovascular disease is evaluated with and without PCA    

using a dataset from the UCI machine learning repository. According to the findings of this 

research, the Random Forest algorithm along with PCA, with an accuracy score of 90.00 

percent, is the best technique for predicting heart disease. This approach may be utilized to 

analyze a far larger dataset than the one used in this research. This will enhance the 

prognosis of cardiac disease by medical professionals and lead to better results. 
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